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The first part of this thesis will present integrated cantilever magnetometry,

which determines the average magnetization and low-frequency thermomagnetic

fluctuations of single sub-micron magnets in order to evaluate their suitability

for magnetic resonance force microscopy (MRFM). With a custom-built, cryo-

genic frequency-shift magnetometer, magnets of different sizes and materials are

measured and compared to find the parameters that would minimize magnetic

dissipation and fluctuations. Our measurements indicate that for proton MRFM,

a magnet with low anisotropy is preferable because its low-frequency thermomag-

netic fluctuations are more easily damped by high applied fields.

The second part of this thesis will investigate organic semiconductors by elec-

tric force microscopy (EFM), which provides microscopic insights essential for

understanding the processes of device degradation, charge injection, and charge

transport. EFM has identified two distinct degradation mechanisms; operation at

elevated temperatures and crystallization both lead to higher contact resistance,

despite that the bulk mobility is improved by the former and decreased by the

later.

Using a custom-built variable temperature microscope, charge injection into

a molecularly doped polymer system is studied and interpreted in terms of ener-



getic disorder. The temperature-dependent disorder contribution is readily distin-

guished from the mobility effect in the injected current by comparing the current

density at the injecting and extracting electrodes. The field-assisted barrier low-

ering is more efficient than expected from the Schottky theory due to energetic

disorder. Direct potential and electric-field measurements allow the injected charge

density to be inferred, and it does not follow simple Arrhenius behavior. This can

be explained by incorporating energetic disorder into the activation energy.

We also have explored charge trapping in molecularly doped polymers, which

may appear trap-free at the short-time scale probed by time-of-flight studies. How-

ever, deep traps do exist and their release kinetics and diffusion is observed with

EFM. For polymeric semiconductors, the kinetics of trap formation and disso-

ciation are measured in organic field-effect transistors with different processing

parameters for the semiconductor/dielectric interfaces, to determine how trap en-

ergies are affected by processing. Trap formation and dissociation is faster for

devices with octadecyl-trichlorosilane interfaces than for devices with untreated

silicon oxide interfaces. Compared to polycrystalline pentacene, the trap distribu-

tion is more spatially homogeneous in polymers, regardless of the dielectric surface

treatments.
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Chapter 1

Introduction to cantilever magnetometry

Applications of sub-micron magnets in spintronics, quantum computing, and

data storage continue to demand a critical look at magnetic behavior. One partic-

ularly promising application is single-spin MRFM [1], in which magnetic resonance

is registered as a change in the force between a sample spin and a magnet attached

to the tip of a cantilever. A force-gradient approach has been demonstrated to

detect nuclear magnetic resonance with a sensitivity of ∼ 106 protons using a

magnetic tip of 9 µm diameter [2]. Calculations show that reduction of the tip

size to 0.5 µm can increase sensitivity to ∼ 103 protons. So to improve MRFM

sensitivity, low spring-constant cantilevers with sub-micron nickel magnets have

been fabricated using a modified version of the process developed by Stowe et

al. [3, 4]. The use of Ni allows batch fabrication and avoids the time-consuming

manipulation required by high anisotropy materials (Sm5Co17, Pr12Fe14B), which

were individually glued and then milled to the preferred dimensions by a focused

ion beam [5].

While batch fabrication makes more reproducible magnetic tips with higher

resolution, there are possible problems with these modified cantilevers. First, it

is not clear if the nickel magnets are adequately protected from oxidation during

processing steps. Second, simulations [6,7] have shown that magnetic fluctuations

due to the vibrating cantilever can cause an undesirable faster relaxation rate of

the sample spins. Since nickel has lower anisotropy than Sm5Co17 or Pr12Fe14B, it

needs to be determined whether the fluctuations from a nickel tip will be accept-

able. Both problems are elucidated by cantilever magnetometry, which determines

the average magnetization and low-frequency thermomagnetic fluctuations of sin-
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gle sub-micron magnets in order to evaluate their suitability for future MRFM

experiments.

A micromachined silicon cantilever is a very sensitive sensor that can mea-

sure forces as small as 6 aN [3]. Cantilever magnetometry has previously been

shown to be a sensitive technique for the study of ferromagnetic tips used in mag-

netic/magnetic resonance force microscopes [8–11], single particles [12–15], and

thin films [16]. This characterization technique has the ability to measure mag-

netic properties of individual particles over a large range of temperatures. Com-

mercial superconducting quantum interference devices (SQUIDs), with minimum

detectable magnetic moments of ∼ 10−12 Am2, do not have the sensitivity to mea-

sure an individual sub-micron magnet, although integrated SQUIDs are capable of

detecting quantum effects in nanoscale particles [17, 18]. Cantilever magnetome-

ters have been used to study magnetization reversal [19], magnetic anisotropy

and magnetostriction [20,21], as a paramagnetic oxygen sensor [22], and to inves-

tigate 2D electron gases [23, 24] and superconductors [25, 26]. Because cantilever

magnetometry measures small-angle fluctuations at low frequencies [15,27], it com-

plements ferromagnetic resonance spectroscopy, which detects fluctuations at the

Larmor frequencies (typically range between 50 − 300 MHz). Our magnetic can-

tilevers are integrated magnetometers, in which magnetic properties are inferred

from the force generated by the interaction between each sub-micron magnet and

the external field. This chapter will discuss the principles of cantilever magnetom-

etry, which has been applied to address our specific concern— whether our custom

magnetic cantilevers are suitable for use in magnetic resonance force microscopy

(MRFM) [1,28–31].

In this thesis two types of cantilever magnetometry, a frequency-shift technique

and an alternating force gradient method, have been explored. Frequency-shift
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magnetometry is more sensitive than the alternating force gradient method and is

able to measure transverse magnetic fluctuations, but it is limited to samples with

anisotropy. For spherical or paramagnetic samples, an alternating force gradient

magnetometer will be necessary [8, 22,32–34].

1.1 Frequency-shift magnetometry

In frequency-shift cantilever magnetometry, the sample is attached to the tip

of a cantilever, which is driven into motion at its resonant frequency [12, 13, 15].

When an external magnetic field B is applied, the cantilever tip experiences a

torque coupling (τ = µ×B) due to the shape or the crystalline anisotropy∗ of the

magnet with magnetization µ. A torque about the direction of the cantilever width

is kinematically equivalent to a force in the direction of the thickness, Ft = τwα/l,

which gives Ft = µtBlα/l, where l is the length of the cantilever and α = 1.377 for

a beam cantilever [30]. This force effectively changes the cantilever spring constant

and in turn shifts the cantilever resonant frequency. Thus by measuring frequency

the magnetization can be inferred. Compared to torque detection [35], frequency-

shift magnetometry does not directly measure magnetization hysteresis; later we

will present a detailed procedure for recovering the magnetization hysteresis and

caution about potential measurement artifacts in Chapter 2.

1.1.1 Instrumentation

Experiments were carried out at a pressure of ≤ 10−5mbar and at a temperature

of 4.2K. Details of the custom-built cryogenic apparatus can be found in Appendix

B. A magnetic field was applied along the length of each cantilever [Fig. 1.1(a)],

and the field-dependent resonance frequency f and quality factor Q were measured

∗See Appendix A for details on anisotropy and demagnetizing field
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as the applied field was swept from −6 to +6 T. The cantilever was capacitively

driven into motion by applying a voltage to a nearby wire [3]; the driving allowed

us to measure the frequency of the cantilever by making it the resonant element

in a positive feedback loop [36, 37]. We typically set the amplitude of oscillation

to a zero-field value of x0 = 90 nm and simultaneously record the steady-state

frequency and cantilever amplitude at constant drive. For each cantilever in zero

field, the intrinsic resonance frequency f0 and quality factor Q0 were inferred

from cantilever ring-down transients (Q0 = πf0τ , where τ is the amplitude decay

time), while the spring constant k0 was obtained by measuring thermomechanical

position fluctuations with a fiber optic interferometer [38, 39]. For the magnets

measured here, the shift in cantilever resonance frequency versus magnetic field

for a magnetic cantilever was at least thirty times larger than the shift for bare

Si or Si3N4 cantilevers [Fig. 1.1(b)]. Tip magnetization was inferred from the

frequency-shift data as detailed in Chapter 2.

Besides magnetization, we also computed the magnetic friction Γm = Γ(B) −

Γ(0) from Q, using Γ = 2πfm/Q where m = k0/(2πf0)
2 is the cantilever effective

mass. Cantilever Q was obtained by either recording the ringdown transients

(Q = πfτ) or measuring the steady-state cantilever amplitude x at constant drive

(Q = xQ0/x0) [40,41]. The first method yielded absolute Q but required a waiting

time longer than the amplitude decay time τ ; the second method was much faster

but gave only relative Q, which might require correction for interferometer drifts.

The second method was used here [Fig 1.2(a)]; the result was checked by taking

ringdown transients at several magnetic fields.

Frequency-shift cantilever magnetometry is more sensitive for measuring mag-

netization than for detecting magnetic friction. The magnetic cantilever shows a

frequency response at least thirty times larger than a bare cantilever [Fig. 1.1(b)]
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Figure 1.1: (a) Top: SEM image of a cantilever tip with Ni magnet. Bottom:

schematic of the frequency-shift cantilever magnetometer, showing capacitive

drive wire (left) and optical fiber (right). (b) Cantilever frequency shift versus

applied magnetic field. Upper curve: cantilever with magnet (200µm×10µm×

0.34µm, f0 = 10863Hz, k0 = 5.8mNm−1, and Q0 = 19000; magnet dimensions

= 1310nm×680nm×200nm). Middle curve: bare Si3N4 cantilever (200µm×

10µm×0.60µm, f0 = 19198Hz, k0 = 20mNm−1, and Q0 = 1000). Lower curve:

bare silicon cantilever (200µm×10µm×0.34µm, f0 = 8087Hz, k0 = 1.6mNm−1,

and Q0 = 11500). The inset zooms in on the hysteretic part of the upper curve.
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Figure 1.2: (a) Quality factor versus applied magnetic field for a bare silicon

cantilever. (b) Magnetic friction versus applied magnetic field. Upper curve:

cantilever with magnet. Lower curve: bare silicon cantilever. These cantilevers

are same as the ones in Fig. 1.1.

while its magnetic friction is only three times that of a bare cantilever [Fig. 1.2(b)].

The sensitivity of these measurements are limited by thermal force fluctuations [3].

In the following section, we will derive the scaling laws for magnetization and mag-

netic friction in terms of cantilever dimensions and material parameters.

1.1.2 Scaling laws for minimum detectable magnetization

and magnetic friction

Because the magnetization, or magnetic moment, is inferred from the in-

duced changes in a cantilever spring constant, the minimum detectable mag-

netic moment is derived from the minimum detectable spring constant change

km,min =
√

2Fmin/xpk, where xpk is the cantilever peak displacement and Fmin is

the minimum detectable force [36,37,42]. Fmin is given by

Fmin = SF (b)1/2 =

(

2 k kBT

πQf

)1/2

(b)1/2, (1.1)

where T is temperature in Kelvin, kB is Boltzmann’s constant, b is the measure-

ment bandwidth, and SF stands for thermomechanical force spectral density.
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The magnetic contribution [13,15] to the cantilever spring constant is

km =
(α

l

)2

µB
µ0µ∆N/V

B + µ0µ∆N/V
, (1.2a)

where α = 1.377 for a beam cantilever [30], l is the length of the cantilever, µ is the

tip magnetization, B = µ0H is the applied magnetic field, µ0 = 4π × 10−7 Tm/A

is the free-space permittivity, V is the volume of the magnetic particle, and ∆N =

Nt −Nl is the difference in the tip’s demagnetization factors along the direction of

the cantilever’s thickness and length [43]. At high field where we can assume that

B ≫ µ0µ∆N/V and that the magnet is saturated, the spring constant expression

takes on the limiting value

km =
(α

l

)2

µsBs∆N, (1.2b)

where Bs = µ0µs/V is the saturation field and µs is the saturation magnetization.

It follows that

µmin =

(

l

α

)2
km,min

Bs∆N
=

(

l

α

)2
√

2Fmin

Bs∆Nxpk

. (1.3)

Fmin can be written in terms of cantilever dimensions and material parameters.

The resonance frequency and spring constant for a beam cantilever of length l,

width w, and thickness t are

f0 =
3.516

2π

t

l2

(

E

12ρ

)1/2

, (1.4)

k = 0.2575
Ewt3

l3
, (1.5)

where E is Young’s modulus and ρ is the density (E = 1.9 × 1011 N m−2 and

ρ = 2.3× 103 kg m−3 for silicon). In terms of cantilever properties, Eq. 1.1 can be

recast as

Fmin = 1.007

(

kBT

Q

)1/2

(ρE)1/4
(w

l

)1/2

t(b)1/2. (1.6)

In terms of cantilever properties, the minimum detectable magnetic moment is

µmin =
1.424

α2Bs∆Nxpk

(

kBT

Q

)1/2

(ρE)1/4w1/2l3/2t(b)1/2. (1.7)
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The minimum detectable magnetic moment decreases (and therefore improves)

with increasing amplitude of cantilever oscillation. For best magnetic moment

sensitivity, the cantilever should be made thin, narrow, and short, whereas the

cantilever needs to be long for maximum force sensitivity. For our most sensitive

cantilever at 4.2 K (cantilever C3 in Table 2.1), the smallest detectable Ni magnet

at 1 Hz bandwidth is projected to have a volume of 360 × 10 × 10 nm3, assuming

that bulk magnetic behavior applies†.

The thermal limit for detecting magnetic friction is Γm,min =
√

2Fmin/2πfxpk

[15, 40]. In terms of cantilever properties, the minimum detectable magnetic fric-

tion is

Γm,min =
1.403

xpk

(

kBT

Q

)1/2 (

ρ3

E

)1/4

w1/2l3/2(b)1/2. (1.8)

In contrast to Fmin and µmin, Γm,min does not depend on cantilever thickness. The

Γm signal due to the magnetic cantilever in Fig.1.2 is close to the limit of detection.

For this sample at ±6 T, the signal to noise ratio is Sµ/µmin(1 Hz) ∼ 120 for the

magnetic moment and SΓm
/Γm,min(1 Hz) ∼ 3 for the magnetic friction.

1.2 Alternating gradient force magnetometer

For samples with low anisotropy such as spherical particles or paramagnetic

materials, the torque coupling might be undetectable with the frequency-shift

technique. Instead, these samples can be measured by an alternating gradient force

magnetometer, where an oscillating magnetic field gradient induces an alternating

force at the tip of a cantilever via F = µ∇B. The force signal is amplified by

the mechanical quality factor because the field gradient is oscillating at cantilever

†See Appendix C for the critical size and temperature at which superparamag-
netic particles transition to stable magnets.
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Figure 1.3: (a) Schematics of the alternating gradient force magnetometer.

The eight wires are essentially a quadrupole with currents going into and out

of the page, and the optical fiber is at the bottom slot between wires. (b)

Spurious response from a bare Si cantilever (500 µm × 10 µm × 0.34 µm, f0 =

1640 Hz, k0 = 0.15 mN m−1, and Q0 = 300).

resonance frequency. The cantilever displacement is detected to infer the sample’s

magnetization.

1.2.1 Instrumentation

Figure 1.3(a) shows our magnetic field gradient produced by parallel wires

running opposite currents arranged essentially as a quadrupole coil [44] whose

magnetic field components are

Bx =
µ0I

2a2
y, By =

µ0I

2a2
x, Bz ≈ 0, (1.9)

where I is the magnitude of the current delivered to the coil, and a is the coil radius.

At each field point, the cantilever resonant frequency is obtained by a ringdown

transient. Then the field gradient is turned on at the resonant frequency at a fixed

current, and the cantilever amplitude is measured by a fiber optic interferometer.
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The above steps are repeated for the next field point until a hysteresis curve is

obtained.

In a control experiment at zero field, a bare cantilever is observed to be co-

herently driven; this spurious response increases quadratically with the current

[Fig. 1.3(b)] and is much larger than the expected magnetic signal. It is sus-

pected that the spurious response is due to heating, which is proportional to power

(P ∝ I2). After the gradient coil diameter has been increased to alleviate heating,

the spurious response still overwhelms the magnetic signal. When an external

field of 20 mT is applied, the cantilever is displaced over an interferometer fringe

of 390 nm. We decide to not pursue this gradient force method for the time being

but return to frequency-shift magnetometry, for which we have made certain that

our results are free from artifacts.

1.2.2 Scaling law in terms of magnetic gradient

For comparison to frequency-shift magnetometry, we will derive the magnetic

moment sensitivity in terms of the parameters describing a gradient coil. The

magnitude of the gradient G produced by a quadrupole coil is G = µ0I/2a
2.

Suppose the coil is wound out of wire of radius b. In terms of current density,

I = πb2σ, where σ has units of A/m2. Let the wire radius be written as a fraction

β of the coil diameter: b = βa so β < 1 is a unitless parameter, and we have

G =
µ0

2
πβ2σ (1.10)

This is remarkable: for any quadrupole coil constructed with a given ratio of coil

to wire radius, the magnetic field gradient produced is the same and independent

of scale when operated at a given current density.

Since the force on a cantilever is F = µG, the magnetic moment spectral

density is equivalent to the thermomechanical force spectral density divided by
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the gradient,

Sµ =
1

G
SF =

2

µ0πβ2σ
× Fmin(b)

−1/2. (1.11)

Here the sensitivity is the same as Eq. 1.3 when

2

µ0πβ2σ
=

(

l

α

)2
√

2

Bs∆Nxpk

. (1.12)

Between the two techniques, frequency-shift magnetometry has better sensitivity

due to the high external field and short cantilevers in our experimental setup.

To achieve the same µmin as the magnetic cantilever in Fig. 1.1, an alternating

gradient force magnetometer needs β2σ to be 4.6 × 105A/m2, a very demanding

requirement to meet!

1.3 Summary

Two types of cantilever magnetometry have been examined. Analysis of frequency-

shift detection shows that cantilevers should be thin, narrow, and short for maxi-

mum sensitivity, in contrary to alternating gradient force magnetometry in which

cantilevers should be long for highest sensitivity. Unlike magnetization and force,

the minimum detectable magnetic friction does not depend on cantilever thickness.

The frequency-shift method is chosen to investigate the suitability of our custom

magnetic cantilevers for use in MRFM experiments.
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Chapter 2

Frequency-shift cantilever magnetometry

Individual sub-micron magnets were studied by cantilever magnetometry. The

time-averaged magnetization and the low-frequency thermomagnetic fluctuations

were measured as a function of particle shape and composition. The measured

magnetization fluctuations were used to predict a particle’s magnetic field fluctu-

ations, which were in turn used to estimate the effect of a magnetic tip on the

relaxation times of sample spins (protons or electrons) in a magnetic resonance

force microscopy experiment. The magnetometry results for a gold-nickel wire have

alerted us to correct for experimental artifacts, and the corrections are discussed

here so that systematic errors can be avoided in the future.

2.1 Magnetization hysteresis

Ultrasensitive cantilevers with Ni magnets were fabricated using a modified

version of the process developed by Stowe et al. [1, 2]. The Ni magnets were

deposited by thermal evaporation and found to be polycrystalline with grain sizes

of 100 − 200 nm and a surface roughness of approximately 9 nm. A series of

magnetic tipped cantilevers (C1−C5 in Table 2.1) were prepared to evaluate the

effect of magnet size and shape on magnetic properties. To discern whether oxide

formation during processing is a concern, the magnet on cantilever C5 was capped

with 5nm of Cr to prevent oxidation. Cantilever frequency and quality factor were

measured as a function of magnetic field in high vacuum (≤ 10−5 mbar) at 4.2 K

as described in Section 1.1.1.

15
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Table 2.1: Cantilever and magnet parameters. (A) Cantilever length, width,

and thickness. (B) Cantilever properties at zero field. (C) Magnet dimen-

sions: length and width were measured by SEM (±30 nm), and thickness was

measured by AFM (±10 nm). (D) Summary of static magnetic properties.

C1 C2 C3 C4 C5

A. l 200 125 200 300 300 µm

w 10 4 7 4 4 µm

t 340 340 340 340 340 nm

B. f0 10863 16920 14940 4180 4090 Hz

k0 5.8 4.9 8.6 0.43 0.30 mN m−1

Q0 19000 8000 34000 45000 41000 −

C. lm 1310 11070 870 2440 1640 nm

wm 680 990 2020 4410 3730 nm

tm 200 125 200 125 125 nm

D. ∆f 3.50 131.3 6.65 79.5 55.9 Hz T−1

∆B 0.43 0.53 0.33 0.47 0.40 T

µs 79 627 162 776 389 fA m2

∆N 0.76 0.92 0.57 0.65 0.66 −

Bs 0.56 0.58 0.58 0.72 0.64 T
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Tip magnetization is inferred from the frequency-shift data as follows. Using

the tip-field interaction model of [3, 4],

f − f0 ≈ ∆f
B ∆B

B + ∆B
, (2.1)

where

∆f =
f0

2k0

(α

l

)2

µ, (2.2)

∆B = µ0µ
∆N

V
. (2.3)

The approximation holds when f/f0 ≈ 1, which is the case in our measurements.

In Eqs. 2.1–2.3, B = µ0H is the applied magnetic field, α = 1.377 for a beam

cantilever [5] of length l, µ is the tip magnetization, ∆N = Nt−Nl is the difference

in the tip’s demagnetization factors along the direction of the cantilever’s thickness

and length [6], and V is the volume of the magnetic particle. By fitting f − f0 to

Eq. 2.1 with ∆f and ∆B as free parameters, we can infer ∆N and the saturation

magnetic moment µs. An example fit for C1 is shown in Fig. 2.1(a). The fit

is excellent; it deviates at low magnetic fields because µ is not yet saturated as

we assume in the approximation. Results of the fits are listed in Section D of

Table 2.1.

We recover the full magnetization hysteresis curve by rearranging Eqs. 2.1-2.3

as a quadratic equation for magnetization Bm = µ0µ/V in terms of the magnetic

contribution to cantilever spring constant km = 2k0(f − f0)/f0
∗; or equivalently,

in units of field, Bk = kmµ0l
2/α2V = BmB(Bm∆N)/(B + Bm∆N). Solving for

Bm gives

Bm =
Bk

2B
± 1

2B

(

B2
k +

4BkB
2

∆N

)1/2

. (2.4)

∗This relation is a series expansion of f/f0 =
√

(k0 + km)/k0 =
√

1 + km/k0 =
1 + km/2k0 + ...
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Figure 2.1: Analysis of cantilever C1 magnetization. (a) Fit of cantilever

frequency shift to Eq. 2.1. The gray line is the fit to the data in black. The

top inset shows the deviations between the fit and the data. (b) Hysteresis

curve recovered with Eq. 2.4.

Fig. 2.1(b) shows the magnetization hysteresis curve recovered for C1 using Eq. 2.4.

In applying Eq. 2.4, we use ∆N inferred from the saturation analysis, choose the

sign in Eq. 2.4 to give a smooth magnetization curve, and discard points within a

few mT of B = 0. The saturation fields Bs = µ0µs/V = µ0Ms are close to the bulk

value of 0.6 T for all nickel magnets studied. Given the 10 − 20% uncertainty in

cantilever spring constant, there is no discernible difference between the saturation

magnetization of the uncapped (C1-C4) and capped (C5) magnets, indicating that

oxidation is not a major problem during processing. In retrospect, another metal

should probably be used since Cr is known to have interface-enhanced magnetic

effects [7]. If we insist that the difference between measured Bs and the literature

value is due to a layer of oxide, the maximum possible thickness of oxide is 28 nm.
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Figure 2.2: Magnetization fluctuation measurements. (a) Quality factor

versus applied magnetic field for cantilever C2. (b) Magnetic friction versus

applied magnetic field. Upper curve: cantilever C2. Middle curve: cantilever

C1. Lower curve: the same bare silicon cantilever as in Fig. 1.1. (c) Spectral

density of transverse magnetization versus applied magnetic field for the Ni tip

of cantilever C2 (open circles) and the Co tip of nanowire 2 in Ref. [4] (dotted

line). The T1 axes are predictions for the Ni tip.
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2.2 Magnetic dissipation

The Q of magnetic cantilevers decreases with increasing magnetic field [Fig.

2.2(a)]. Underlying this behavior is a magnetic-field dependent contribution to

cantilever friction. In Fig. 2.2(b) we compute the magnetic friction Γm = Γ(B) −

Γ(0) from Q, using Γ = 2πfm/Q where m = k0/(2πf0)
2 is the cantilever effective

mass. With the smallest magnet, cantilever C1 is shown to have magnetic friction

nearly the same as that of a bare silicon cantilever. The magnetic friction of can-

tilever C2, which is close in size to the magnetic tips proposed in [8], is much larger

than the background. Despite that Q drops by half at 5 T for cantilever C2, the

minimum detectable force increases by only 1.4 times; therefore magnetic dissipa-

tion is not detrimental to force sensitivity, but the related magnetic fluctuations

might hasten sample spin relaxation and will be analyzed in the next section.

2.3 Magnetic fluctuations

By the fluctuation-dissipation theorem [9–12], magnetic friction is associated

with a fluctuating force Ft in the direction of the cantilever thickness t, hav-

ing spectral density SF = 4ΓmkBT . There are two mechanisms for generating

a magnetic-field dependent fluctuating force, both of which involve tip magnetic

moment fluctuations: (1) a gradient coupling via Ft = (µ · ∇)Bt and (2) a torque

coupling via τ = µ × B. A torque about the direction of the cantilever width is

kinematically equivalent [5] to a force in the direction of the thickness, Ft = τwα/l,

which gives Ft = µtBlα/l. Because of the comparative homogeneity of the applied

static field, |∇Bt| ≪ Bl/l, the torque coupling is the dominant mechanism. We

can thus interpret Γm as arising from a fluctuation of the magnetic moments in
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the direction of the cantilever thickness having spectral density

Sµ(f0) =
4ΓmkBT l

2

α2B2
. (2.5)

The notation stresses that we are measuring fluctuations at the cantilever reso-

nance frequency. Fig. 2.2(c) shows the transverse magnetization spectral density

Sµ(f0) as a function of magnetic field for cantilever C2. Qualitatively, Sµ behaves

as expected, decreasing as the tip saturates with increasing field.

In an MRFM experiment, the tip’s fluctuating magnetization will appear as a

fluctuating magnetic field of spectral density SB = SµB
2
tip/4µ

2, where Btip is the

magnetic field from the tip at the location of the sample spin. This fluctuating

magnetic field could affect the sample’s spin-lattice relaxation rate via T−1
1 =

γ2
sSB(fL) and the spin-lattice relaxation time in the rotating frame via T−1

1ρ =

γ2
s (SB(fR)+SB(fL)). Here γs is the gyromagnetic ratio, fL is the Larmor frequency,

and fR is the Rabi frequency of the sample spins; fL typically ranges between

50−300MHz and fR between 10−100kHz for protons. Since fR ∼ f0, we can use

the measured SB to directly calculate the tip contribution to the first term in T−1
1ρ .

We can estimate an upper bound for T1 by taking the measured Sµ(f0) as a lower

bound for Sµ(fL). The right-hand axes in Fig. 2.2(c) show our estimation of tip

contribution to T1 for protons experiencing a tip field of Btip = 75 mT [13]. The

long T1, proton suggests that the Ni tip is well suited for proton nuclear magnetic

resonance experiments at any field.

It is interesting to compare the Ni tip of our cantilever C2 to the Co tip of

Ref. [4]. To account for the dependence of Sµ on magnetic moment and frequency,

we have scaled up Sµ for the Co tip of Ref [4] by a factor of 5.4. We plot this

adjusted Sµ for Co versus µ0H in Fig. 2.2(c). It can be seen that Sµ is higher

for Ni at zero field but decreases more rapidly than for Co as the applied field is
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increased. By 5 T, Sµ for Ni is actually lower than for Co by a factor of eight.

This is presumably because Ni has lower anisotropy than Co.

Hannay et al. [10] have theoretically examined the spectral density of field

fluctuations in Co and PrFeB and concluded that the more anisotropic PrFeB

material is the preferable choice for MRFM on electron spins at low external fields.

Our measurements indicate that for proton MRFM, the less anisotropic material

is preferable because its low-frequency thermomagnetic fluctuations, relevant to

T1, proton, are more easily damped by high applied fields.

2.4 Conclusions

Our modified cantilevers are suitable for use in proton MRFM experiments

since they are not oxidized and their magnetic fluctuations will not limit the re-

laxation rate of sample spins. The optimal magnetic material for MRFM probes

depends on the range of applied fields. While high anisotropic alloys are necessary

for low-field experiments, nickel is preferable at high magnetic fields. Currently

magnetic dissipation is not a significant constraint to force sensitivity, and it can

be minimized to the level of bare silicon cantilevers by making the magnet size

smaller than 1310 × 680 × 200 nm3.

2.5 Potential experimental artifacts

Since state-of-the-art lithography equipments might not be readily available,

alternative ideas have been proposed for making small magnetic tips. The Lieber

group has utilized a commercial AFM to scan over vertical carbon nanotubes in

order to pick up a nanotube with an AFM tip [14]. Ferromagnetic metal could be

evaporated onto the nanotube to make a magnetic probe [15]. Another idea is to
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Figure 2.3: SEM of cantilevers with gold-nickel magnetic wires. Part (a) is a

view of the entire cantilever with the inset zoomed in on the wire. Part (b) and

(c) shows wires that are oriented parallel or perpendicular to the cantilever

length, respectively.

use the gold-thiol affinity and/or electric field [16, 17] to place a magnetic wire at

the cantilever tip.

Before attempting the gold-thiol assembly method, it would be desirable to first

measure the properties of a magnetic wire. Gold-nickel wires, kindly given to us

by the Mallouk group from Penn State University, were made by electrochemical

deposition into commercially available alumina filter templates [18–21]. Nickel was

sandwiched between two gold segments, and titanium was used as an adhesion

layer between gold and nickel. The nickel section was 2310 nm long and 330 nm

in diameter; the total wire length was 10 µm. The magnetic wires were released

by dissolving the alumina template in 0.5M KOH and collected by placing a small

magnet on the side of the flask. After the wires were rinsed in deionized water, they

could be re-dispersed by brief sonication. A drop of the suspension was pipetted

onto a transparency slide, and a small magnet (∼ 0.3 T) was placed beside the slide
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Figure 2.4: (a) Upper curve: frequency shift of the cantilever in Fig. 2.3(a)

(350µm × 4µm × 0.34µm, f0 = 2557.5 Hz, k0 = 0.20 mN m−1, and Q0 = 300;

nickel magnet length = 2310 nm, diameter= 330 nm). Lower curve: frequency

shift of a bare cantilever (125µm × 4µm × 0.34µm, f0 = 5939.8 Hz, k0 =

0.95 mN m−1, and Q0 = 3000). The frequency shift of the bare cantilever

has been scaled up to account for the length and spring constant differences

between the cantilevers. (b) Frequency shift of the magnetic cantilever after

subtracting the lower curve from the upper curve in part (a).

to align the magnetic wires with an external field before the solvent evaporated [22].

Holding the cantilever die like a paintbrush handle, the bare silicon tip was lightly

dabbed into optical glue (Loctite 349) and then brushed up a single wire under

a stereo optical microscope. Since the magnetic wires have been aligned with

an external field, they could be glued approximately perpendicular or parallel to

the length of the cantilevers (Fig. 2.3). We found it hard to overcome the Van

der Waals attraction between a magnetic wire and a glass slide; however, after

switching to plastic transparency slides, the silicon cantilevers were able to pick

up the wires. The magnetic tips were intended to be used for MRFM in a vertical

geometry similar to Refs. [1, 8, 23].
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Figure 2.5: Analysis of the nickel wire’s magnetization. (a) Fit of frequency

shift to Eq. 2.1. The top inset shows the fit residual. (b) Hysteresis curve

recovered with Eq. 2.4.

Figure 2.4(a) compares the frequency shift of a glued-on magnetic wire and

that of a “bare” silicon cantilever with optical glue only. The bare cantilever does

not show hysteresis. After background subtraction, the frequency shift due to the

magnetic wire approaches zero at high fields, possibly because diamagnetic contri-

bution from the gold segments have increased to counteract the constant frequency

shift from ferromagnetic nickel [Fig. 2.4(b)]. Following the procedure in Section

2.1, the fit parameters are found to be ∆f = 9.68 HzT−1,∆B = 0.06 T, µs =

96.3 fAm2,∆N = 0.100, and Bs = 0.64 T. The value ∆N = 0.100 corresponds to

the magnetic wire tilting off the cantilever length axis by 40◦ [24, 25] and agrees

with the SEM image in Fig. 2.3(a). The above measurement shows poor sensi-

tivity, probably because the optical glue has drastically lowered the cantilever Q.

Such low Q actually makes us aware of circuit drifts, which can be compensated

for as described in the following sections.
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Figure 2.6: Artifact due to phase shift and low quality factor for the bare Si

cantilever in Fig. 2.4. The gray curve is measured with positive feedback, and

the dotted curve is obtained by ringdown transients. (a) Cantilever resonance

frequency vs applied magnetic field before correction. (b) Quality factor vs

applied magnetic field. (c) Phase angle between the driving force and the can-

tilever response vs applied magnetic field. (d) Cantilever resonance frequency

vs applied magnetic field after correction.
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2.5.1 Frequency adjustment at low Q

Compared to ringdown transients, measuring cantilever frequency by positive

feedback loop amplifies signal without restricting bandwidth [26, 27]. However,

systematic error may be introduced into the measurement if the phase of the feed-

back driving is not taken into account [28]. In Fig. 2.6(a), the frequency response

obtained by positive feedback appears very different from the ringdown transients,

while Q measured by feedback and by ringdown agree with each other [Fig. 2.6(b)].

The different frequency responses can be reconciliated by examining the feedback

phase in Fig. 2.6(c). According to Ref. [27], the change in phase δφ induces a

change in frequency by δf = fδφ/2Q; note that δf is larger at lower Q, such as in

the case of our cantilever with glue and in ambient environment. Since the phase

and Q are known, δf was computed and subtracted from the frequency detected by

positive feedback. Fig. 2.6(d) demonstrates that the feedback frequency matches

well with ringdown measurements after adjusting for phase shift.

2.5.2 Amplitude adjustment due to detector drift

With the positive feedback loop, cantilever amplitude is obtained simultane-

ously along with resonance frequency; the fiber-optic interferometer detects ampli-

tude changes at fixed driving voltage. Fig. 2.7(a) shows that, as the applied field

is swept, the amplitudes at first harmonic 1f for forward and reverse scans do

not overlap. The incongruity is likely caused by drift in interferometer signal. To

test this hypothesis, the amplitude at second harmonic 2f is monitored, because

the 2f signal will increase if the detector circuit drifts away from the setpoint of

maximum detector sensitivity [Fig. 2.7(b)]. Figure 2.7(c) with an increasing 2f

signal indicates that the interferometer has drifted indeed. The normalized drift

corresponds to cos(4πβV2f/λ), where β = 711.5nm/V is the calibration factor [29]
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from Fig. 2.7(b), V2f is the amplitude at 2f , and λ = 1310 nm is the wavelength

of the interferometer. After compensating for detector drift, the 1f amplitude in

Fig. 2.7(d) overlaps as expected.
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Figure 2.7: Adjustment for interferometer drift. Magnetic field is swept

from +5T to -5T (black line) and then back (gray line). (a) 1f amplitude

vs applied magnetic field, not adjusted for detector drift. (b) Calibration of

interferometer signal vs temperature. The lower curve is measured at 2f , and

the upper curve is measured at dc and reduced by 30x. Above 20◦C, the

2f signal disappeared due to unlocking of the positive feedback loop. (c) 2f

amplitude vs applied magnetic field. (d) 1f amplitude vs applied magnetic

field adjusted for detector drift.
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Chapter 3

Introduction to electric force microscopy

of organic semiconductors

The second part of this thesis focuses on the investigation of organic semi-

conductors by electric force microscopy (EFM). While new generations of organic

electronics are being developed, progress is made largely by trial and error be-

cause a fundamental microscopic understanding of charge injection, charge trans-

port, and materials degradation in many widely-used organic semiconductors is

still lacking [1, 2]. Knowledge from the inorganic semiconductor community has

been borrowed to describe organic electronics, but the inorganic models cannot

fully explain many basic properties of organic semiconductors, such as the field-

dependent mobility [3–6] and the reduced injection barrier compared to what

would be predicted using Schottky theory, as shown in Ref. [7] for aluminum

tris(8-hydroxyquinoline) and here for a triarylamine. To design better organic

electronic materials and devices, it will be necessary to obtain theories and mod-

els tailored for organic semiconductors. This chapter will introduce the electronic

properties of organic electronic materials and explain measurements of organic

semiconductors by EFM, which provides microscopic insights not readily obtained

from other techniques [8–15]. One of the significant differences between organic

and inorganic semiconductors is the higher level of disorder in organic materials,

and we show here that EFM can elucidate the disorder effects on charge injection

and transport.

32



33

3.1 π-conjugated organic materials for electronics

Conducting polymers combine the electrical and optical properties of inor-

ganic semiconductors and the mechanical flexibility and processing advantages

of polymers [16]. Although the electronic performance of organic semiconduc-

tors probably will not overtake their inorganic counterparts, they offer low-cost,

lightweight, flexible alternatives that are easy to process in ambient conditions

and over large areas [17]. Various applications have been demonstrated, such

as light-emitting diodes (LED) [18], photovoltaic cells [19], thin-film transistors

(TFT) [2, 20], lasers [21], and chemical sensors [22]. Advances in synthesis of

organic semiconductors will expand their capacities even further [23].

3.1.1 Classes of organic semiconductors

The delocalization of π-electrons allows charge conduction along the carbon

backbone or between adjacent molecules. The π-bonding is present in all classes

of organic electronic materials. Because the molecules or the polymer chains in

organic electronic materials are held together by weak van der Waals bonds, films

of these molecules are more mechanically flexible than inorganic compounds. Fig-

ure 3.1 illustrates examples of the three classes of organic electronic materials.

Molecularly doped polymers have small π-conjugated dopant molecules acting as

charge conductors in a nonconductive host polymer [Fig. 3.1(a)]. The host poly-

mer is known to influence charge conduction by its polarization energy [24]. For

example, TPD-PC has lower mobility than TPD-PS due to the higher dipole mo-

ment of PC which increases the hopping barrier. Molecularly doped polymers and

semiconducting polymers such as polythiophene [Fig. 3.1(b)] are often solution

cast or electrochemically deposited as films that have ordered domains separated

by amorphous regions. Molecular solids like pentacene [Fig. 3.1(c)] are less soluble
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Figure 3.1: Classes of organic semiconductors: their cartoons and respec-

tive examples. (a) Molecularly doped polymer: triarylamine (TPD) dopants

dispersed in host polymer polystyrene (PS) or polycarbonate (PC). (b) Semi-

conducting polymers: polythiophene and its derivative. (c) Molecular solids:

pentacene.
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and are usually deposited by thermal evaporation, which can control grain sizes

by varying deposition rates, substrate surfaces, and substrate temperatures.

Despite their diverse structures, organic semiconductors all have localized den-

sity of states at room temperature, in contrast to the extended delocalized bands in

inorganic semiconductors. The accepted description of charge transport in molec-

ularly doped polymers is the correlated disorder model [4,5,25–29]. The transport

of injected holes occurs by hopping between the highest occupied molecular orbital

on adjacent molecules. Electrostatic interactions with the permanent dipole and

quadruple moments of distant molecules allow for a large number of independent

contributions to the energy of an ionized molecule. By the central limit theorem,

this leads to an approximately Gaussian density of site energies, with a width σ

between 50 and 100 mV in typical molecularly doped polymers [Figure 3.2(a)].

The energy of a state depends on the potential from surrounding dipoles, whose

orientations are presumed to be randomly distributed.

Long-range interactions also give rise to spatial correlations in the energy land-

scape; distant multipoles will influence the energy of a charge on two adjacent

dopant molecules in nearly the same manner [Fig. 3.2(b)]. This correlated dis-

order is the central feature that allows this model to correctly explain the Poole-

Frenkel-like dependence of the mobility on electric field seen in molecularly doped

polymers. Because their charge-transport properties are so well understood, molec-

ularly doped polymers like TPD-PS now serve as a proving ground for theories of

metal/organic charge injection [30–38] The electric force microscope data reported

here provides a particularly stringent test of charge injection theories.

Recent experiments have explicitly shown the Gaussian distribution in a semi-

conducting polymer poly(p-phenylene vinylene) [39] and in a triarylamine α-NPD

[40]. It has also been demonstrated that, for high-mobility polymers in the energy
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Figure 3.2: (a) Density of states with a Gaussian distribution of width σ due

to fluctuations of polarization energies. The boxes on the left demonstrate the

electrostatic interactions with neighboring molecules; energy rises when the

interaction becomes more repulsive. (b) Uncorrelated and correlated energy

levels.

range where the Fermi level is varied, the tail states of the Gaussian distribution

can be approximated by an exponential [41].

3.1.2 Charge injection and transport

The process of charge injection is critical to the efficiency of organic semicon-

ductor devices [38]. An ohmic contact provides sufficient charge carriers so the

device efficiency is determined by the bulk, not by the contact interface. Roughly

speaking, the injection barrier is tuned by minimizing the work function difference

between the metal electrodes and the corresponding energy levels of the semicon-

ducting polymer [42]. In addition to the work function difference, the image po-
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tential, the applied electric field, and the energetic disorder also affect the injection

barrier [37]. Energetic disorder can assist charge injection into organic semiconduc-

tors, because it broadens the number of available states for injection [31,35,43–46].

The disorder dependence of charge injection has so far not been thoroughly tested

because of the difficulty in separating bulk effects from contact behaviors [37].

Charge transport in molecularly doped polymers occurs by hopping, and the

ratio of the average velocity of a hopping charge to the applied electric field is

defined as the mobility. Hole mobilities in organic electronics are observed to

follow a Poole-Frenkel-like dependence in which lnµ ∝
√
E [47], as explained in

the correlated disorder model [4, 5, 29]. When charge density exceeds 1022 m−3,

as in the case of TFTs or space-charge-limited LEDs, it has been argued that

mobility increases with density [48, 49]. A numerical solution accounting for the

temperature, disorder, electric-field, and carrier-density dependence of mobility is

presented in Ref. [6], though this description starts to break down down at high

electric field.

In conducting polymers and van der Waals solids, charge transport is not well

understood [2]. For these materials, many phenomenological observations have

lead to techniques for improving mobility, but the limiting factor of mobility is

still unknown. For example, mobility is observed to increase when a self-assembled

monolayer of hydrophobic alkanes is inserted between the dielectric and the or-

ganic semiconductor in TFTs [50,51]. More ordered molecular arrangement in the

semiconductor, or minimal disorder effect from the dielectric, can be the origin of

the increased mobility.

Molecularly doped polymers are free of charge trapping effects in time-of-flight

experiments at room temperature. However, charge trapping is a problem in

conducting polymers and van der Waals solids. Charge traps impede conduction
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and have been imaged [52]. Their locations are not confined to grain boundaries

[15], but their molecular identities have not been determined. It is beneficial to

obtain a microscopic view to illuminate the limits of charge transport in organic

semiconductors.

3.2 Overview of electric force microscopy

Charge injection and transport have been studied by time-of-flight measure-

ments [36,53] and by current-voltage (IV) measurements [7,35,54,55]. For devices

with ohmic contacts in which the bulk resistance dominates over contact effects,

bulk current-voltage measurements cannot detect the interfacial energetics. Pho-

toemission spectroscopy [56] can determine the interfacial electronic structures but

not on actual working devices and not easily on polymer films. Recently, charge

injection and transport during device operation have been investigated by scan-

ning probe microscopy [8–14, 57], which provides a two-dimensional image of the

sample and separates bulk and contact effects readily [Fig. 3.3(a)].

Electric force microscopy (EFM) measures local capacitance and potential,

which are directly relevant to device operation. Trapped charges can also be

probed, via the resulting shift in the surface potential. Because electrostatic forces

are long range, EFM can be used to probe charge trapped below a surface. A poten-

tial disadvantage of EFM is that it requires a planar sample and precludes direct

study of sandwich structures prevalent in LEDs. Nevertheless, what is learned

from planar samples can certainly be used to improve LED operation. EFM’s

spatial resolution depends on tip shape and distance from the sample. Its typical

resolution of 100nm is much worse than for scanning tunneling microscopy but

adequate to disentangle bulk and contact resistances in a working TFT. If mean-

ingful EFM data is to be collected, care must be taken with low mobility samples
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tom) at each location. Here the sample’s electrodes are grounded. (c) Force
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Au electrodes.
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to prevent triboelectric charging during scanning. Achieving the highest possible

sensitivity demands operation in vacuum. Descriptions on the instrumentation of

the custom-built variable temperature high-sensitivity microscope can be found in

Refs. [58] and [59].

The capacitive tip-sample force gradient leads to a resonance frequency f of

f(Vtip, x) = f0 −
f0

4k0

∂2C

∂z2
[Vtip − φ(x)]2, (3.1)

where f0 is the intrinsic resonance frequency, k0 is the intrinsic spring constant,

C is the tip-sample capacitance, z is the tip-sample separation, and φ is the local

potential. Varying Vtip within ±2V of φ, f is quadratic in Vtip to within a percent.

Fitting f to Eq. 7.3 allows us to infer ∂2C/∂z2 and φ at different positions in the

sample [Fig. 3.3(b)]. This open loop technique is different from standard Kelvin

probe techniques in that it does not require a voltage modulation and does not

rely on a feedback circuit to continuously null the potential difference between

the tip and surface. Although imaging speed is reduced, quantitative information

on the local potential and capacitance derivative are obtained simultaneously in

a single scan across the source-drain gap. A force gradient image is obtained by

measuring the frequency shift at a fixed tip voltage Vtip [Fig. 3.3(c)].

EFM is a non-contact technique; this is important when studying fragile poly-

mer films. It is well suited for variable-temperature experiments, which enable

the elucidation of charge conduction mechanisms and rigorous testing of charge

injection theories. Finally, EFM is extremely sensitive— single charge sensitivity

has been reported in vacuum at room temperature [60–64].

3.3 Topics to be discussed

The following chapters will present:
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• Explanation of degradation mechanisms. Electric force microscopy

(EFM) reveals reversible and irreversible contact degradation mechanisms

in situ. An initially ohmic contact (metal: Au; molecularly-doped polymer:

TPD-PS) becomes injection-limited when temperature is elevated above

310 K; this effect is reversible upon cooling, but permanent damage is ob-

served at 330K, and we hypothesize that it is due to redox reactions. Recrys-

tallization of TPD-PS causes degradation in both the contacts and the film

bulk, leading to higher contact resistance and lower mobility. EFM potential

profiles suggest that the interface region become more depleted of holes as

the contacts become less ohmic with increasing temperature.

• Evidence for disorder dependence of charge injection. The field-

assisted barrier lowering is more efficient than expected from the Schottky

theory, because energetic disorder reduces the injection barrier by broad-

ening the number of available states for charge injection. The temperature-

dependent disorder contribution is readily distinguished from the temperature-

dependent mobility effects by comparing the current density at the injecting

and extracting electrodes. Direct potential and electric-field measurements

allow the intrinsic charge density to be inferred, and it does not follow simple

Arrhenius behavior but can be explained by incorporating energetic disorder

into an expression for the effective activation energy.

• Charge traps and charge diffusion in TPD-PS. Molecularly doped

polymers are observed to be free of charge trapping effects in time-of-flight

experiments at room temperature [53]. Nevertheless, at 250K and 230K, the

presence of charge traps is detected by EFM in TPD-PS and TPD-PC. Since

EFM has higher charge sensitivity than conventional current measurements,

at sufficiently low temperatures EFM can resolve deep traps being released.
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TPD-PS may appear to be trap-free at the short-time scale probed by time-

of-flight studies, but we show that deep traps do exist and their release

kinetics and diffusion is observable with EFM.

• Comparison of trap formation and release kinetics on various di-

electrics. Degradation due to charge trapping is a competing process be-

tween the capture and the release of mobile charges. We have investigated

the kinetics of trap formation and dissociation in organic field-effect tran-

sistors with different processing parameters for the semiconductor/dielectric

interfaces, to understand how annealing conditions and dielectric surface

treatments change device stability. Trap formation and dissociation is faster

for devices with octadecyl-trichlorosilane interfaces than for devices with

oxide interfaces. There is no direct correlation between mobility and trap

formation. Compared to pentacene, the trap distribution is more spatially

homogeneous in F8T2, regardless of the dielectric surface treatments.
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Chapter 4

Degradation mechanisms of a

molecularly doped polymer

An ohmic contact is critical to the efficiency of organic semiconductor de-

vices [1]. It provides sufficient charge carriers so the device efficiency is determined

by the bulk, not by the contact interface. Contact resistance can affect the perfor-

mance of organic field-effect transistors [2–5] and solar cells [6], and the lifetime

of organic light-emitting diodes (OLED) is limited by contact degradation as re-

viewed by Ref. [7]. Scanning microscopies can disentangle bulk and contact effects

and monitor device degradation in situ [8, 9]. Electric force microscopy (EFM)

has directly measured the contact resistance in an individual device [10–14], in

comparison to current-voltage (IV) measurements which extrapolate the average

contact resistance from a series of devices with different channel lengths.

In this chapter EFM reveals reversible and irreversible degradation mechanisms

in an operating device. An initially ohmic contact becomes injection-limited when

temperature is elevated above 310 K. This reversible effect is important as it

happens within the normal operating temperatures in practical applications. Ir-

reversible degradation is observed only if polymer recrystallization or chemical

reaction has occurred. EFM determines the local work function and therefore can

detect chemical changes in the organic semiconductor [15, 16]. EFM allows us

to understand degradation mechanisms that would be hard to interpret with IV

measurements alone.
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Figure 4.1: (a) Experimental setup. (b) AFM of the device. (c) IV measure-

ments of a TPD-PS film at 296K (black squares), 310K (orange open circles),

330 K (red solid circles) taken immediately after spin-casting and after 1 week

(gray triangles at 296 K).

4.1 Reversible degradation due to elevated temperatures

Sample preparations and measurements followed the procedure found in Ref. [13].

Both IV and EFM measurements were done in high vacuum (10−6 mbar) and in the

dark. The organic semiconductor was a triarylamine, N,N’-diphenyl-N-N’-bis(3-

methylphenyl)-(1,1’-biphenyl)-4,4’-diamine (TPD), dispersed in a host polymer,

polystyrene (PS), and the substrates were coplanar, interdigitated electrodes (50

nm Au with 5 nm Cr as adhesion layer) patterned on quartz [Fig. 4.1(a)]. The

spin-casted film was amorphous with thickness of 100 nm [Fig. 4.1(b)].

In Fig. 4.1(c), IV measurements show increasing current with higher tempera-

ture and a loss of current after the device has been left in vacuum for one week.

Apparently the contacts have degraded with time, but the effect of temperature

on contact efficiency is less obvious. While higher temperature leads to higher

current, it also shifts the crossover voltage, where current transitions from linear
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voltage taken at the locations indicated by the arrows in (c). See text for
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to quadratic voltage dependence, to a larger value. This indicates that higher

bias voltage is required to achieve space-charge limited (SCL) conduction [17,18].

Explanation for the these observations are elucidated by EFM.

Temperature effects are easily discernable with EFM potential profiles. In

EFM, the tip-sample force gradient changes the cantilever resonance frequency f ,

which allows us to infer the local potential φ at each bias voltage Vsd and position

x. Figure 4.2(a) shows the local potential at a bias voltage (Vsd = 2V) in the linear

I ∝ Vsd regime, while part (b) is taken at Vsd = 40 V in the SCL I ∝ V 2
sd regime.

Device resistance at 296 K is set by the bulk and not by the contacts, because

all of the applied voltage is dropped in the bulk of the film. EFM unambiguously

confirms SCL conduction at room temperature, because the electric field, obtained

by taking the derivative of the potential −dφ/dx = E(x), is not constant inside

the bulk [13] [Fig. 4.2(c)]. Readers should be aware that, in IV measurements,

I ∝ V 2 does not fully confirm SCL conduction, as explained in Ref. [19]. Figure

4.2(d) illustrates the extent of SCL conduction, which is also a measure of the

ohmicity of a contact. It is calculated from the electric fields at the interfaces

by η = (Ee − Ei)/Ee, where Ei and Ee are the electric field at the injecting and

extracting electrodes, respectively [1, 13, 20]. As defined, η = 0 for purely ohmic

current and η = 1 when the current is purely space-charge limited. Larger η

indicates more efficient contacts.

At 310K, a potential drop at the interfaces is evident for low Vsd. The contacts

become more injection-limited with increasing temperature. With high Vsd the

potential drop disappears, because the contacts are assisted by the barrier-lowering

effect of the interfacial electric field. Compared to operation at room temperature,

the heated device carries a smaller extent of SCL current at all applied bias. In

agreement with IV measurements, higher crossover voltages are needed at elevated



51

temperatures. Here the crossover voltage V0 is found from fitting to η = η∞[1 −

exp(−Vsd/V0)], where η∞ is the maximum extent to which SCL current dominates

transport; the fit values are found above Fig. 4.2(d). When the heated device is

cooled back to room temperature, the potential drop disappears at all Vsd and the

contacts are restored back to the same level of ohmicity as before.

If it seems contradictory that the current is increasing while the contact is

worsening, one must remember that contact resistance is not related to mobility

in the bulk of a film [1]. At elevated temperatures, the bulk has higher capacity

to conduct charges. More current can pass through the device, but the contacts

are not able to keep up with the increased demand for charge carriers and become

the bottleneck of the device. Prior experiments have shown contact resistance

decreases with temperature in injection-limited devices [5, 11], in agreement with

our contacts being more ohmic at lower temperature. We emphasize that this

temperature effect on contact efficiency is reversible unless some other degradation

mechanisms are also involved.

4.2 Irreversible degradation mechanisms

Device operation at 330 K results in irreversible damage to the injecting elec-

trode. When the injecting electrode is switched, the potential drop is still larger

at the right electrode, indicating permanent damage there. After the device is

turned off, a region of shifted potential (45± 5 mV) remains near the right inject-

ing electrode, shown in the force gradient image in Fig. 4.3. Since the damage

is asymmetric, it is not due to a glass-transition phase change (Tg = 336 K in

Ref. [21]), which would affect the whole film and should change both electrodes

equally, similar to the case of recrystallization discussed below. Dark spots in

OLED have been caused by chemical reaction of the contact metal, indium tin
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profiles are taken at the location indicated by the gray lines. The image scales

are not the same due to different distances between tip and polymer surface.

oxide [7]. Since our contact metal is nonreactive gold, rearrangement of interface

dipoles or redox reaction of the polymer are more likely causes of the irreversible

damage described here. Running current through the device initiates the redox

reaction, because no damage is seen when the device is heated to 330 K but not

turned on.

Another device that has been left inside the probe for one week shows drastic

decrease in current [Fig. 4.1(c)]. The cause of this degradation is revealed when

sample topography is obtained by intermittent-contact atomic force microscopy

(AFM). Recrystallization of TPD-PS has occurred because the TPD concentration

(50% by weight) is very high. The film roughness is measured to be 10 nm after

recrystallization [Fig. 4.4(a)], compared to 0.7 nm before [Fig. 4.1(b)]. The

mobilities extracted from IV measurements, adjusted for contact resistance, have

decreased from 3.2 × 10−11 m2/Vs to 1.4 × 10−12 m2/Vs upon recrystallization.
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(b) Potential profiles at 296 K of the crystallized film with Vsd = 2 V. The

potential drop remains symmetric when the injecting electrode is switched. (c)

Potential drop persists at Vsd = 40 V in the crystallized film.

The concentration of bulk intrinsic charge, N0 = 1 × 1021 m−3, is not changed by

crystallization. ∗

Although the bulk has become worse with lower mobility, the contacts have de-

graded even faster as demonstrated by EFM potential profiles. The potential drop

at the contacts indicates increased Au/TPD-PS contact resistance [Fig. 4.4(b)].

The potential profiles stay symmetric when the applied bias is reversed, in contrast

to the asymmetric potential obtained at 330K. The potential drop persists despite

high Vsd, which implies the electric field barrier-lowering effect is not sufficient to

overcome the poor contacts [Fig. 4.4(c)]. Recrystallization of TPD could cause

poor physical contact and/or decrease the density of states available for injection

by reducing the energetic disorder present in the film [22]. Variable temperature

EFM measurements should allow us to evaluate these two possibilies.

∗The procedure for obtaining mobility and intrinsic charge density is found in
Refs. [13] and [18].
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4.3 Conclusions

EFM shows that operation at elevated temperature and crystallization both

lead to higher contact resistance, despite that the bulk mobility is improved by

the former and decreased by the later. Recrystallization has worsened both bulk

mobility and contact efficiency and can be avoided by choosing high-Tg materials

or adjusting dopant concentration. Degradation due to heat happens within the

normal operating temperatures in practical applications. Above room tempera-

ture, the emerging potential drop suggests that the interface region becomes more

depleted of holes, because less space charge is injected and the lack of charge car-

riers is compensated by a drastic potential change. A potential drop should not be

automatically assumed to indicate depletion region, since poor physical contact,

possible in the case of recrystallization, can also increase contact resistance; never-

theless, a depletion region is likely for operation at elevated temperature and may

be alleviated by a doped interface to improve device performance [23]. The above

intrinsic degradation is similar to the luminance loss in AlQ3 OLED caused by the

decrease in charge-transporting species at the interface, as described in the review

by Aziz and Popovic [7]. The change in contact ohmicity is reversible, possibly

due to the Fermi level of TPD-PS shifting with temperature; this temperature

effect is currently being investigated with more quantitative EFM measurements.

It would also be interesting to study the mechanisms and kinetics of irreversible

degradation due to redox reaction at elevated temperatures.
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Chapter 5

Effect of temperature and energetic

disorder on charge injection

A better understanding of charge injection into organic semiconductors is es-

sential for improving the design and operation of organic electronic devices [1, 2].

The density of states in organic semiconductors is described by a Gaussian dis-

tribution of energies [3, 4]. Site-to-site variations in energy levels are thought to

assist charge injection into organic semiconductors [5–10]. Engineering the metal-

organic interfaces by dopants has led to more efficient contacts [11]. The effect of

energetic disorder is very well studied for charge transport [12–14]; but the disor-

der dependence of charge injection is not thoroughly tested due to the difficulty

of separating bulk effects from contact behaviors [1], when both the mobility and

the barrier-lowering effect has the same electric-field dependence.

Charge injection has been studied mainly by time-of-flight charge measure-

ments [15, 16] and by current-voltage (IV) measurements [7, 17–19] in injection-

limited devices. For devices with ohmic contacts in which the bulk resistance

dominates over contact effects, bulk measurements cannot detect the interfacial

energetics. Photoemission spectroscopy [20] can determine the interfacial elec-

tronic structures, but so far not on actual working devices. In comparison, scanned

probe microscopy [21–29] can disentangle bulk and contact effects and determine

the local electrostatic potential during operation.

In this chapter we use electric force microscopy (EFM) to study charge injection

as a function of temperatures. The results are interpreted in terms of energetic

disorder. The electric-field dependence of mobility and charge injection can be

distinguished from each other because the local electric field is directly measured.
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Analysis of EFM measurements does not assume an average electric field as done

with injection-limited devices. It allows us to test injection theories on an “ideal”

bulk-limited device with ohmic contacts. For clarification of terminology, an ohmic

contact is a “good” contact and supports space-charge-limited current, while ohmic

current is due to injection-limited “bad” contacts.

5.1 Effect of temperature on charge injection

Both IV and EFM measurements were done in high vacuum (10−6 mbar) and

in the dark. The organic semiconductor was a triarylamine, N,N’-diphenyl-N-N’-

bis(3-methylphenyl)-(1,1’-biphenyl)-4,4’-diamine (TPD), dispersed in a host poly-

mer, polystyrene (PS), and the substrates were coplanar, interdigitated electrodes

(50 nm Au with 5 nm Cr as adhesion layer) patterned on quartz [Fig. 5.1(a)].

The spin-casted film was amorphous with thickness of 100 nm [Fig. 5.1(b)]. In

Fig. 5.1(c), IV measurements show increasing current and crossover voltage, where

current transitions from linear to quadratic voltage dependence, with higher tem-

perature.

Figure 5.2(a) displays the local potential φ(x) inferred from EFM with an

applied source-drain bias Vsd = 2 V. The corresponding electric field, obtained by

taking the derivative of the potential −dφ/dx = E(x), is constant throughout the

device [Fig. 5.2(b)]. With Vsd = 40 V, the potential profiles become non-linear

[Fig. 5.2(c)]. Potentiometry illustrates the transition from ohmic to space-charge

limited (SCL) [27, 30, 31] conduction as the source-drain bias is increased. (The

bump near the injecting electrode at 250K could be due to space charges, but it is

observable only with a sharp brand-new cantilever.) The electric field emphasizes

the SCL mechanism in which the electric field at the injecting electrode approaches

zero due to injected space charges [Fig. 5.2(d)]. We hypothesize that the electric



59

[nm]

5 mm
60

30

0

Vsd

Vtip
(a)

(b)

(c)

T

10
-12

10
-9

10
-6

I s
d

[A
]

1 10 100
Vsd [V]

Figure 5.1: (a) Experimental setup. (b) AFM of the device. (c) IV measure-

ments of a TPD-PS film at 250 K, 273 K, 296 K, 310 K, and 330 K.

field does not follow the exact form of the one-dimensional Child’s law [32] due

to trapped charges, evidence of which is included in Chapter 6, and possibly due

to geometric effects. The ability to directly determine electric field is crucial to

the following study, and it also helps to elucidate other processes, such as the

position-dependent recombination probability in organic light-emitting diode [33].

The potentials and electric fields in Fig. 5.2 illustrate the effect of temperature

on contact efficiency. That all of the applied voltage is dropped in the bulk of

the film suggests that device resistance at 296 K and below is set by the bulk

and not by the contacts. However, as temperature is elevated, a drop in potential

emerges at the metal-organic interface [Fig. 5.3(a)]. The contact resistance can be

estimated from a voltage drop by R = W∆V/Isd, where W is the channel width

[25]. Although EFM measures the local potential and not the local voltage, we

assume the difference between the two is negligible. While this assumption deserves

further attention, the local potential drop is used to extract the contact resistance

at 330 K. Figure 5.3(b) shows that contact resistance levels off with increasing

applied bias. The potential drop actually disappears, or becomes indistinguishable,
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(e). In (e), the potentials have been shifted up by the number indicated at

the left upper corner. The arrows in (b) indicate the positions at which E is

compared at different temperatures.
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Figure 5.3: Potential drop (a) and contact resistance (b) at the injection

electrode (solid circles) and at the extracting electrode (open circles) at 330 K

as a function of applied bias.

by Vsd = 14 V, because the contacts are assisted by the barrier-lowering effect of

the interfacial electric field.

With increasing temperature the contacts become less ohmic and support a

smaller extent of SCL current. Figure 5.4(a) shows the evolution of electric field

with temperature. At a fixed bias the extent of SCL conduction decreases with

higher temperature; figure 5.4(b) quantifies the extent of SCL conduction. It is

calculated from the electric fields at the interfaces by η = (Ee −Ei)/Ee, where Ei

and Ee are the electric field at the injecting and extracting electrodes, respectively

[2,27,34]. The electric fields across the temperature range are chosen at the same

locations in the device, indicated by the arrows in Fig. 5.2(b); the locations are

immediately outside of the regions with drastic potential drops. As defined, η = 0

for purely ohmic current and η = 1 when the current is purely space-charge limited.

That the device here is never fully space-charge-limited may be due to intrinsic

background carriers.

In agreement with IV measurements, higher crossover voltages are needed at

elevated temperatures [Fig. 5.1(c)]. The crossover voltage V0 is found from fitting

to η = η∞[1 − exp(−Vsd/V0)], where η∞ is the maximum extent to which SCL
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Figure 5.4: (a) Local electric field with Vsd = 40V as temperature is increased

from 250 K (purple), 273 K (blue), 296 K (green), 310 K (orange), and 330 K

(red). (c) Extent of SCL conduction vs bias voltage taken at the locations

indicated by the arrows in (a).

current dominates transport. The fit values are listed in Table 5.1 and indicate that

the device eventually achieves the same level of SCL conduction for temperatures

where no potential drop is observed at Vsd = 2 V. However, η∞ is lower for 310 K

and 330 K, despite the same I ∝ V 2 dependence found in IV curves. If we extract

mobilities from IV measurements by SCL equations [30, 31] without adjusting for

the change in η with temperature, the mobility values will be overestimated at

high temperatures because the SCL equations assume constant η = 1.

The potential offset ∆φ0 between the metal and the semiconductor with Vsd =

0 V [Fig. 5.2(e)] is due to the energy difference ψ between the Fermi level of

the semiconductor and the metal work function, plus an interface dipole ∆ [20]

[Fig. 5.5(a)]. Below 296 K the shape of the potential profiles may be influenced

by trapped charges in the channel as we will show in Chapter 6. However, the

potential difference at the interfaces should not be affected because trapped charges

are quickly removed when they are close to the electrode metal. Figure 5.5(b)
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Table 5.1: Best-fit values for η vs Vsd.

T [K] η∞ V0 [V]

250, 273 0.74 6.8

296 0.74 11

310 0.59 20

330 0.30 44

Figure 5.5: (a) Potential offset between the metal and the semiconductor

with Vsd = 0 V due to the energy difference between the Fermi level of the

semiconductor and the metal work function and the interface dipole. (b) Po-

tential offset with Vsd = 0 V as a function of temperature. (c) Less hole

depletion with lower temperature.
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shows that ∆φ0 slightly decreases with increasing temperature, indicating holes

are more depleted as temperature rises. This trend is in agreement with the above

observation that fewer space charges are injected at higher temperatures. Large

potential drops, seen in Fig. 5.2(a), are required to compensate for the lack of

charge carriers at the Au/TPD-PS interface at 310 K and 330 K, suggesting that

the interface region is depleted of holes at these temperatures [Fig. 5.5(c)].

5.2 Injection barrier lowering from energetic disorder

The following analysis elucidates the field and temperature dependence of the

injection current. The current density is plotted against local electric field at

different temperatures in Fig. 5.6, in which the current and electric field at the

extracting electrode are assigned negative values. Although current is constant

throughout the device, the contributing parameters are different depending on the

location. We model the current density at the injecting and extracting electrodes

as, respectively,

Jinj =
µ0

βµ

√
EK1(βµ

√
E)

ρ0

βb

√
EK1(βb

√
E)
wE, and (5.1)

Jext =
µ0

βµ

√
EK1(βµ

√
E)

[ρ0wE + ε′E2], (5.2)

where µ0 is the mobility, βµ accounts for the field dependence of the mobility

along with a modified Bessel function of the second kind K1 [12,13], w is the total

width of the electrodes, ρ0 is the injected charge density, and βb describes the field

dependence of injection barrier lowering by image charges and energetic disorder.

The parameters µ0, βµ, ρ0, and βb are all temperature and disorder dependent.

The second term in Jext is a first-order approximation for space charges with ε′

accounting for the geometric factor and the dielectric constant. Our sensitivity is

not sufficient to quantify βµ, because it is very difficult to distinguish the functional
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Figure 5.6: Current density vs local electric field as temperature is varied.

form of E2 from the Bessel function in Eq. 5.2. Overall, it is very complicated

to fit and distinguish so many variables in Eq. 5.1 and 5.2, especially since the

mobility and injected charge density have identical
√
E dependence and both are

thermally activated process. Fortunately an alternative method is applicable and

will be described below.

At the injecting electrode the rise of current with electric field depends on

βb + βµ, but at the extracting electrode the field dependence relies on βµ only.

Because βb applies only at the injecting electrode, its temperature dependence can

be separated from βµ by scaling. In Fig. 5.7, the current densities at the extracting

electrode have been scaled to the same magnitude for all temperatures. The scaling

factors (listed inside the figure as C(T )) compensate for the difference in mobility

across the temperature range and equalize the mobility dependence on temperature

and electric field. Since the electric-field measurement noise dominates over the

current noise, the error bars in the inset of Fig. 5.7 are calculated from (dJ/dE)dE.

After scaling, the temperature dependence of βb is very apparent [Fig. 5.8(a)]. As

temperature lowers, field-assisted injection is more prominent, which explains the

increasing extent of SCL conduction when temperature is decreased. The top inset
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of Fig. 5.7 shows the fit to

Jinj × C(T ) =
J0E

βb

√
EK1(βb

√
E)
, (5.3)

where J0/C(T ) = µ0ρ0w.

5.2.1 Enhancement of electric-field barrier lowering

According to the Schottky model, the injection barrier is lowered due to the

image force and βb has a theoretical value of [q3/4πε(kT )2]1/2, where q is charge

and ε = 3ε0 is the dielectric constant for the films studied here. Our βb values are

two times larger than predicted by the Schottky theory. The disagreement is due

to the neglect of energetic disorder in the Schottky model; the discrepancy has

been observed by Monte Carlo simulations [5] that have accounted for energetic

disorder. This has been reported by Barth et al. [17] for an injection-limited

device. Recently, Burin and Ratner [9] have proposed an analytical expression

that incorporates energetic disorder into the electric-field barrier-lowering effect:

βb =
1

kBT

√

q3

4πε
+

2
√

2

3

qσ

kBT

√

qa

kBT
, (5.4)

where a is the hopping distance and σ is the width of the Gaussian distribution

of localized states. Fit to Eq. 5.4 yields a = 1.1 nm assuming σ = 100 mV, or

a = 0.6 nm with σ = 140 mV. The calculated average distance between TPD

molecules is reported to be no less than 0.6 nm [6]. The temperature dependence

of the theories (T−1 vs T−3/2) are indistinguishable with the presented data. The

βb at 330K does not follow the general trend, possibly due to a damaged injecting

electrode [Fig. 5.2(a)]. Since βb at 330 K has dropped to the value predicted

by Schottky theory, further experiment is needed to determine if the disorder

contribution to barrier lowering is indeed eliminated at high temperature [35,36].
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Figure 5.8: (a) Field dependence of barrier lowering vs temperature. The

solid line is fit to Eq. 5.4. (b) Natural logarithm of injected charge density

vs temperature, fitted to Eq. 5.5. The dashed line shows simple thermally

activated charge density, with activation energy of 350 mV.

5.2.2 Injected charge density modified by energetic

disorder

The injected charge density is extracted from the electric field according to

Poisson’s equation dE/dx = ρ0/ε. In Fig. 5.8(b), the charge density is obtained

from the slopes of linear fits to the electric-field profiles in the 2 µm region next

to the injecting electrode, with Vsd = 40 V. The injected charge density cannot

be explained by Arrhenius activation. Since the energy distribution of initially

populated sites in organic semiconductors is displaced by σ2/kBT , the effective

barrier is likewise reduced by energetic disorder [5, 37,38]

ρ0(T ) = ρTPD exp

[

− ∆E

kBT
+

1

2

(

σ

kBT

)2
]

, (5.5)

where ρTPD = 2.66 × 1026m−3 is the concentration of TPD molecules calculated

for our sample and ∆E is difference in energy between the work function of the

contact metal and the ionization potential of the organic semiconductor. Fitting
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to Eq. 5.5 gives the best fit values of ∆E = 0.74 ± 0.04 V and σ = 140 ± 14 mV.

Compared to the interfacial electronics structure obtained from UV photoemission

spectroscopy (∆E = 0.8 − 1.3 V) in Ref. [20], the fit value here is slightly lower

but is still reasonable since our sample preparation and thickness is quite different

from Ref. [20]. The value of σ from the above fit is also within the usual reported

range of 50 − 150 mV.

5.3 Conclusions

An ohmic contact is observed to become injection-limited upon increasing tem-

perature; fewer space charges are injected and the interface region becomes more

depleted of holes. However, the potential drop becomes indistinguishable when

the applied bias is large. The field-assisted barrier lowering is more efficient than

expected from the Schottky theory, because energetic disorder reduces the in-

jection barrier by broadening the number of available states for charge injection.

The temperature-dependent disorder contribution is readily distinguished from the

mobility effect in the injected current by comparing the current density at the in-

jecting and extracting electrodes. Direct potential and electric-field measurements

allow the injected charge density to be inferred, and it does not follow simple Ar-

rhenius behavior. This can be explained by incorporating energetic disorder into

the activation energy.
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Chapter 6

Charge traps and charge diffusion in

molecularly doped polymers

6.1 Release kinetics of trapped charges

Besides their application in xerography [1], molecularly doped polymers have

been the model system for testing charge injection and transport theories for disor-

dered organic semiconductors, because they are free of charge traps, as measured

by time-of-flight experiments at room temperature [2,3]. Nevertheless, at 250K and

230 K, the presence of charge traps is detected by EFM in TPD-PS and TPD-PC

(see Fig. 3.1 for chemical structures). After operation with Vsd = 10 V, potential

profiles do not immediately settle back to the initial values found in Fig. 5.2(e)

when the device is turned off. Figure 6.1(a) shows the gradual decrease of poten-

tial, which is largest in the middle of the device channel because trapped charges

located in the middle are farthest away from the electrodes and will take the longest

time to diffuse back into the grounded electrodes. The rate of potential decay mea-

sures the release kinetics of trapped charges. In Fig. 6.1(b), the declining potentials

are fitted to an exponential with respect to time, φ(t) = φ0 exp(−kt)+φ∞, where

φ0 is the initial potential due to trapped charges immediately after the electrodes

are grounded, k is the rate of decay of the electrostatic potential, and φ∞ is the

potential offset between the metal electrodes and the semiconductor when all the

trapped charges have been released. The fit values are listed in Table 6.1.
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Figure 6.1: (a) Potential profiles at 230 K after the device is turned off. (b)

Potentials decay with time at 250 K (open circles) and at 230 K (asterisks).

The potential is taken at the position indicated by the dashed line in (a).

A rough estimate of the activation energy for the rate of potential decay is

obtained using first-order rate equations

k = k0 exp

(−qVact

kBT

)

, (6.1)

ln k1 − ln k2 =
−qVact

kB

(

1

T1

− 1

T2

)

; (6.2)

Vact is found to be 190mV, and k0 = 1.47×103min−1. Substituting Vact and k0 into

Eq. 6.1, the rates of potential decay can be extrapolated at other temperatures. For

example, at 296K and 330K the rates are 0.74min−1 and 1.47min−1, respectively;

the corresponding trap release time is 1.4 min at 296K and 0.7 min at 330K. Since

EFM has much higher charge sensitivity than conventional current measurements,

at sufficiently low temperatures EFM can resolve deep traps being released. TPD-

PS may appear to be trap-free at the short-time scale probed by time-of-flight

studies, but deep traps do exist and their slow release is observable with EFM.
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Table 6.1: Best-fit values for the potential decay in Fig. 6.1.

T [K] φ0 [V] φ∞ [V] k [min−1]

230 3.0 ±0.2 0.05 ±0.06 0.073 ±0.008

250 1.7 ±0.1 -0.40 ±0.03 0.162 ±0.021
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Figure 6.2: Force-gradient images of perpendicular (versus parallel plates)

coplanar Au electrodes with 100 nm of spin-casted TPD-PS. The image scale

is (f − f0)/f0 (unitless). Vsd = 0 V in (a,b) and Vsd = 20 V in (c,d), where the

plate electrode is grounded. The left electrode is partially covered by a layer

of oxide 50 nm thick in (a,c) but left bare in (b,d).
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6.2 Diffusion of trapped charges

The ability to visualize charge locations by EFM [4–8] may be applied to study

charge diffusion in organic semiconductors, which is of interest because significant

deviations from the classical Einstein mobility-diffusion relation D = µkBT/q

have been predicted for disordered materials [9, 10]. Enhanced diffusion leads to

dispersive transport, broadens the rise time in LEDs, and has other implications for

organic electronics. The following images are an initial attempt to look at trapped

charge diffusion with a perpendicular (versus the usual parallel plates) electrode

geometry. This configuration is designed to inject charges from a point source.

At first a 50 nm layer of oxide is deposited on top of the horizontal electrode,

keeping only 3 µm of exposed metal at the end for charge injection [Fig. 6.2(a)].

Due to lithography alignment issues, the exposed metal section is rather large

and not really a point source; moreover, the oxide is charged up during operation

[Fig. 6.2(b)]. Before spending more efforts to make proper point-source devices,

perpendicular substrates without an oxide layer [Fig. 6.2(c,d)] are used below to

image charge diffusion. To allow more time for EFM imaging, the temperature

is lowered to 230 K, and the polymer host for TPD is switched from polystyrene

(PS) to polycarbonate (PC) to lower the charge mobility [3].

Figure 6.3 illustrates the spatial progression of trapped charges with time.

Each image takes 6 min to acquire, scanning from left to right. Generally, red

areas with large frequency shifts are regions with high potential and therefore

trapped charges. While both metal electrodes are grounded in Fig. 6.3(a) and (c-

f), they show large frequency shifts not due to potential but because of high local

capacitance. The electrodes are on top of the quartz substrate and closer to the
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tip than the rest of the device area.∗ The trapped charges initially concentrate on

the equipotential almost midway between the two electrodes. The charges diffuse

away from the middle to both sides as time passed.

6.3 Conclusions

EFM has measured trap release kinetics and imaged charge diffusion in molec-

ularly doped polymers. Although it is not possible to infer the diffusion constant

here, a corral device geometry, as shown in Ref. [11], may provide quantitative

results. It would be interesting to see if the diffusion constants of TPD vary with

different polymer hosts.

∗The height of the cantilever tip is fixed. Tip scanning is not at constant height
with respect to surface topography.
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Figure 6.3: Force gradient images of trap diffusion in TPD-PC. The image

scale is (f − f0)/f0 (unitless). (a) Initial image with Vsd = 0V. (b) Vsd = 20V

with plate electrode grounded. (c) 0-6 min, (d) 6-12 min, (e) 12-18 min, and

(f) 18-24 min after both electrodes are grounded.
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Chapter 7

Kinetics of trap formation and

dissociation

Device stability is critical for practical applications of organic field-effect tran-

sistors (OFETs) [1]. Degradation in OFETs occurs under continuous applied

bias; bias stress is said to be observed when the current decreases with operation

time [2–4] or when the threshold voltage shifts after consecutive transfer mea-

surements [5–9]. For polymeric semiconductors, the decrease in current is due

to mobile charges being trapped in the polymer [10] with at least two kinds of

trap states [4]. Even though charge traps are not located inside the dielectric, the

dielectric significantly affects device stability because it influences the molecular

ordering [11] at the semiconductor/dielectric interface, where charge is transported

at the first two molecular layers next to the dielectric in OFETs [12].

Degradation due to charge trapping is a competing process between the cap-

ture and the release of mobile charges. We have investigated the kinetics of trap

formation and dissociation in OFETs with different processing parameters for the

semiconductor/dielectric interfaces, to understand how annealing conditions and

dielectric surface treatments change device stability. The kinetics of trap formation

is obtained by current-voltage (IV) measurements to deduce the reaction mecha-

nism. The stability of trap states is inferred from the release kinetics measured

by electric force microscopy (EFM), which also images the spatial distribution of

trapped charges.

Trap formation was observed in a regioregular poly(thiophene), PQT [13], while

trap release was measured for two different polymers, PQT and poly(9-9’-dioctyl-

fluorene-co-bithiophene) (F8T2), and amorphous silicon (a-Si). The OFETs were
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Figure 7.1: Normalized current (a) and threshold voltage shift due to Vg =

−20 V (b) as a function of operation time for PQT OFETs.

fabricated in the bottom gate configuration and were fabricated on 100 nm of

silicon thermal oxide (capacitance 30 nF/cm2) with 30 nm gold source-drain con-

tacts. After oxygen plasma cleaning, the dielectric surface either underwent no

further treatment or was modified with a cross-linked monolayer of octadecyl-

trichlorosilane (OTS) [14, 15]. The organic semiconductors (0.5 wt% F8T2 in

xylene or 0.1% PQT in dichlorobenzene) was spin-coated onto the substrate at

1000 rpm and had thickness of 40 nm. In vacuum and in the dark, the as-spun

films were first measured and then annealed at 130 ◦C. Amorphous silicon devices

were fabricated by William Wong at 130 ◦C on 250 nm silicon nitride dielectric

(capacitance 20 nF/cm2) in bottom gate configuration. This work was carried out

at Cornell and at Palo Alto Research Center.

7.1 Kinetics of trap formation

The gradual reduction in current with operation time shows a fast initial de-

crease and a slow drop at extended time without establishing equilibrium in a

PQT OFET [Fig. 7.1(a)]. Similarly, after the dc gate bias is turned off, bias

stress is rapidly reversed in the first few seconds but slows down subsequently.
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Figure 7.2: (a) Free carrier decay as a function of gate voltage (from −10 V

to −70 V), showing faster decay at higher gate voltage. White lines are fits to

obtain dN/dt.

Figure 7.1(b) illustrates the stress-recovery behavior in terms of threshold voltage

shift [4] ∆VT found from

∆VT (t) =

(

1 − I(t)

I0

)

(

Vg − V 0
T

)

, (7.1)

where I(t) is the output current at time t, Vg is the applied gate bias, and I0

and V 0
T are the current and threshold voltage at t = 0, respectively. Comparing

devices of the same dimensions but subjected to different dielectric treatments, we

find that ∆VT decreases faster with an OTS interface than for untreated oxide,

indicating higher rate of trap formation with OTS at this time scale. Since ∆VT

was shifted by the same magnitude (−10 V), the same number of charges have

been captured in both devices when the gate bias is turned off. The device with

OTS has completely recovered in 80 s, while the untreated device has long-lived

trap states that last longer than 120 s, despite similar trap concentrations at the

beginning of recovery. The OTS interface has lead to fast charge capture as well as

rapid trap release; a more quantitative analysis of this observation is given below.
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Because the applied gate bias (−10 V to −70 V) is always larger than the

source-drain bias (−3 V), the concentration of mobile carriers N can be inferred

from the linear current using the gradual channel approximation

Isd/Vsd = (W/L)Cgµ(Vg − VT ) = (W/L)µNd, (7.2)

whereW/L is the geometry factor, Cg is the gate capacitance per unit area, µ is the

mobility, and d is the effective width of the accumulation layer, estimated as 1 nm

here. Figure 7.2 demonstrates that mobile holes decay faster with more negative

gate voltage, indicating that trap formation depends on charge concentration (N =

CgVg) and ruling out zero-order kinetics.

The decay of free holes dN/dt is obtained by linear fits to Fig. 7.2 at short

times, 10–15 ms after Vg is turned on; for this time range we can avoid capac-

itance charging effects but can still assume that trap release is negligible. The

kinetics of trap formation is investigated by plotting dN/dt against N (first-order

kinetics) or N2 (second order kinetics). It has been suggested that hole pairs bind

together to become bipolarons during bias stress (second-order) [2, 3], but optical

spectroscopy [16, 17] suggests that well-ordered polymers form isolated polarons

instead (first-order). Previous bias stress studies have also reported that process-

ing conditions [18–20] and water in the environment [5, 8] affect device stability.

Because the residuals are similar in the fits to N or N2, it is not possible to dis-

tinguish whether the bipolaron or the polaron model is a more appropriate trap

formation mechanism for our OFETs studied in vacuum (Fig. 7.3).

Although the reaction mechanism is not conclusively determined, the rate con-

stants for trap formation k, regardless of the order of kinetics, is larger for inter-

faces with OTS than for oxide, although only by ∼ 3× at most. Table 7.1 lists

all linear fit values for k, and the rate constant in Fig. 7.4(a) is from fitting to

N2. The higher k for OTS is consistent with Fig. 7.1(b), in which the device
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Figure 7.3: Charge removal rate as a function of N or N2 for different

processing conditions. The fit residuals are shown in the offset at the top.

with OTS shows faster current decay. The effect of annealing on trap formation

is unclear, considering the incongruity seen in the various values of the first-order

rate constant kP .

Mobility µ increases after annealing for OTS but decreases for oxide [Fig. 7.4(b)].

While both mobility and charge trapping are affected by disordered regions in a

polymer [21], Fig. 7.4(b) shows that higher µ does not leads to larger k for the de-

vice with oxide interface. To extract the mobility, the output and transfer curves

were all fitted simultaneously (Fig. 7.5), to avoid an overestimated µ from fitting

only to the saturation current [22].

7.2 Kinetics of trap dissociation

In IV measurements, the recovery of ∆VT is probed by short (∼ 25 ms) gate

pulses to measure the current recovery. The wait time between gate pulses must be
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Figure 7.4: Rate of trap formation from the fit of −dN/dt from 10 to 20 ms

vs N2 at 15 ms (a) and mobility (b) versus annealing conditions and dielectric

interfaces. Cross: OTS; circle: oxide. (c) Rate of trap formation vs mobility.

The arrows indicate how mobility changes upon annealing.

Figure 7.5: (a) Transfer characteristics at Vsd = −3 V,−5 V,−10 V, and

−40V. Fits to transfer curves of Vsd = −5V (b) and square root of Vsd = −40V

(c). (d) Fits to output characteristics at Vg = −10 V,−20 V, and −30 V.

Table 7.1: Best-fit values for the rate of trap formation. kP corresponds to

first-order reaction N , and kBP to second-order reaction N2.

kP [s−1] kBP [10−19 cm3s−1]

oxide, as spun 5.06 ±0.19 0.56 ±0.03

oxide, annealed 6.36 ±0.43 1.29 ±0.07

OTS, as spun 8.53 ±0.34 1.41 ±0.07

OTS, annealed 7.24 ±0.58 3.69 ±0.18
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sufficiently long; otherwise, too-frequent gate pulses cause additional bias stress

and do not allow the current to recover as in Fig. 7.1(a). EFM does not in-

duce bias stress, because it directly measures potential changes to monitor trap

release [23, 24], during which the source, drain, and gate electrodes are always

grounded. Moreover, the scanning capability of EFM provides a spatial map

of trapped charges. Presently, EFM cannot measure traps shielded by mobile

charge [24], and currently the EFM temporal resolution is much slower than IV

measurements.

In EFM, the capacitive tip-sample force gradient leads to a resonance frequency

f of

f(Vtip, x) = f0 −
f0

4k0

∂2C

∂z2
[Vtip − φ(x)]2, (7.3)

where f0 is the intrinsic cantilever resonance frequency, k0 is the intrinsic cantilever

spring constant, C is the tip-sample capacitance, z is the tip-sample separation,

Vtip is the applied tip voltage, and φ is the potential difference between the can-

tilever tip and the sample. Varying Vtip within ±2 V of φ, f is quadratic in Vtip to

within a percent. Fitting f to Eq. 7.3 allows us to infer ∂2C/∂z2 and φ at different

location x in the sample. Force gradient images, with scales of (f − f0)/f0, are

taken with a constant tip voltage.

7.2.1 PQT

For PQT-oxide and PQT-OTS (Fig. 7.6), the force gradient images display no

difference before and after bias stress, but the IV transfer measurements taken

after the images reveal that VT is shifted and therefore charges are still trapped

inside the polymers. To understand why EFM cannot detect the trapped charges in

PQT, we need to examine the tip response at positive gate biases. In a purely hole

conductor under positive Vg [Fig. 7.7(a)], the semiconductor does not accumulate
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Figure 7.6: Force gradient images of PQT-oxide (left) and PQT-OTS (right)

before (a) and after (b) bias stress. (c) Threshold voltage shift obtained by IV

measurements. Zoom-in views of the channel on the right show no difference

before and after stress.

negative charges and the EFM tip will measure a potential equivalent to the applied

gate bias. However, if the semiconductor is ambipolar or has negatively charged

impurities, the gate bias will be shielded from the tip. Figure 7.7(b) shows that,

for PQT, the potential is only ∼ 50 mV even at the high gate bias of 50 V, in

contrast with another polymer F8T2, over which the tip follows the positive gate

biases almost exactly [Figure 7.7(c, d)]. The potential due to a negative Vg is fixed

at 0 V, because holes have accumulated into a conducting sheet that connects

the grounded source and drain electrodes. Negative gate biases are completely

shielded from the EFM tip.
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Figure 7.7: (a) Top: without charge shielding the EFM tip will detect a

potential that matches the gate bias. Bottom: the EFM tip is shielded from

the gate bias by induced charges or ionic impurities. Potential as a function

of gate bias for PQT (b) and for F8T2 (c, d). Square markers: OTS; circle

markers: oxide. In (c) the potential across the device channel is shown as a

function of gate voltage, from 0 − 10 V in increments of 2 V.
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Table 7.2: Slope of the potential under positive gate biases.

dφ/dVg [unitless]

PQT oxide 0.00525

PQT OTS 0.00094

F8T2 oxide 0.929

F8T2 OTS 0.898

a-Si 0.269

The PQT device with an oxide interface appears to be less shielded than the

device with OTS. There is virtually no difference in the potential responses for

F8T2 on different dielectric interfaces. Table 7.2 compares the slope of the poten-

tial under positive gate biases for different semiconductors. Depletion instability

attributed to an electronic process of negative charge trapping has been observed

in another poly(thiophene), poly(3-hexylthiophene) (P3HT) [25]. Recently Chua

et al. [26] has demonstrated n-type field effect in both P3HT and F8T2. While

electron accumulation is possible for both PQT and F8T2 films, the extent of

charge shielding is much larger in PQT. Two possibilities to explain the observed

difference are that the PQT films have more negatively charged impurities than

F8T2, or PQT is a better ambipolar semiconductor, which would be very inter-

esting indeed for n-type OFET applications.

7.2.2 F8T2

Because of charge shielding in PQT, its trap-release kinetics cannot be detected

by EFM. To continue the study of trap dissociation, other semiconductors, namely

F8T2 and a-Si, are investigated by EFM. Force-gradient images in Fig. 7.8, taken

at the same area with all the electrodes grounded, illustrates the release of trapped
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Figure 7.8: (a) Force-gradient images (10 × 10 µm2) of a F8T2-OTS device,

taken with Vtip = 1 V. (a) Before stress. (b, c) After bias stress with Vg =

−10V. The line profiles are taken at the location indicated by the dashed line.

charges with time. Compared to the initial image taken before stress bias is

induced, the channel region in the stressed device exhibits a large frequency shift

due to trapped charges. As time passes, the charges leak out and the image

gradually reverts back to its initial state.

One should be aware that changes in both the capacitance second derivative

∂2C/∂z2 and the potential φ contribute to the frequency shift in EFM images (see

Eq. 7.3). To separate the two quantities, tip voltage is varied at each location,

and the resulting frequency parabola can be fitted to obtain ∂2C/∂z2 from the

parabola curvature and φ from the parabola maximum. Figure 7.9 shows the

local potential and capacitance second derivative in a F8T2 device with a 2 µm

channel. Before bias stress, the potential difference between the polymer and the

electrodes is only 60mV at most. The capacitance second derivative follows device

topography, because the tip is scanned at a fixed height and does not feedback to

the sample surface. When a negative gate bias is applied, holes accumulate and

increase the capacitance in the channel. The potential change is still very small

due to the sheet of charges being grounded with source-drain electrodes. After
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Figure 7.9: Second derivative of tip-sample capacitance (top row) and po-

tential (bottom row) as a function of tip location over a F8T2-OTS device.

the gate bias is turned off, some trapped charges remain which lead to a large

potential inside the channel. The capacitance reverts back to the initial state,

since the remaining charges are not detectable with the tip height set at 100 nm.

The observations provided by Fig. 7.9 help us to better understand the bumps near

the electrodes seen in the line profiles of Fig. 7.8(b, c). The bumps are results of

adding together the contributions from ∂2C/∂z2 and φ, which have opposite signs

after bias stress.

The trap distribution in F8T2 is spatially homogeneous, in contrast to Fig. 4

in Ref. [24] which provides a spatial distribution of traps in pentacene on oxide.

The difference in trap distribution is mainly due to the semiconductors (polymeric

vs polycrystalline) and is not related to the dielectric interfaces, since F8T2-OTS

and F8T2-oxide show similar variations in their force-gradient images (lateral res-

olution ∼ 100 nm). The force-gradient image roughly correlates with sample to-
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Figure 7.10: 2 × 2 µm2 images of F8T2, annealed at 130 ◦C. Force-gradient

image (a) and topography (b) of the same area. (c) Another area inside the

channel before stress. (d) Same area as (c) but after bias stress with Vg = −3V.

EFM images are taken with Vtip = 1 V.

pography; the dark areas with high frequency shift in Fig. 7.10 (a) corresponds

to raised regions in the sample [Fig. 7.10 (b)]. Comparison of the same area be-

fore [Fig. 7.10(c)] and after bias stress [Fig. 7.10(d)] reveals different potential

variations. Certain areas in the polymer are more stable for charge trapping. Dis-

ordered molecular arrangements and electronic disorder [27] are possible causes.

In Fig. 7.11, EFM potentials are correlated to IV measurements. For a device

where VT has shifted by 6V according to transfer curves, the EFM potential profiles

demonstrate the same amount of potential change. Similarly, the tip response

to gate bias indicates hole shielding at negative Vg until −6 V. The slope of

the potential is not affected because electrons are not accumulated in our F8T2

devices.

The trap release rate for F8T2-OTS is faster than for F8T2-oxide, as seen in

Fig. 7.12. In 70 min the potential of OTS has decayed by 1 V, while for oxide the

potential has dropped by only 0.4 V in 160 min. The potential decay indicates

that traps are being released with time in an exponential manner

φ(t) = φ0 exp(−t/tr) + φ∞, (7.4)
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Figure 7.11: Threshold voltage shift seen in IV measurements (a) and EFM

potential profiles (b, c) for F8T2-oxide.

Table 7.3: Rate of potential decay measured by EFM.

φ∞ [V] φ0 [V] t−1
r [min−1] tr [min]

F8T2, oxide 9.29 ±0.05 0.39 ±0.05 0.016 ±0.006 63 ±23

F8T2, OTS 1.26 ±0.11 1.36 ±0.09 0.030 ±0.006 33 ±6

a-Si -0.11 ±0.07 -13.86±0.78 0.442 ±0.026 2 ±0.1

where φ0 is the potential immediately after gate bias is removed, φ∞ is the potential

at long time, and t−1
r is the rate of potential decay. The fit values are listed in

Table 7.3. Here all the traps have not been dissociated, and the fit is to allowed

to level off at a nonzero value to find the short term decay time immediately after

bias is removed. Since the previous stress histories of the devices are different,

the initial amount of trapped charges are not the same. Even though the oxide

device has more charges initially, it still releases trapped charges at a slower rate.

Traps in the oxide device are more stable. Relating back to the trap formation

studies (albeit on a different polymer PQT), both trap formation and dissociation

are faster in devices with OTS dielectric interfaces than in devices with untreated

oxide interfaces. Slower charge trapping is due to a higher energy barrier, but once

a charge is trapped, it takes longer to be released due to the same barrier.
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Figure 7.12: Potential decay of F8T2 on OTS (a) and on oxide (b).

Figure 7.13: (a) Topography of a-Si. Force gradient images taken with

Vtip = 1 V before stress (b) and after stress (c, d) with Vg = 40 V. All images

are 16 × 8µm2.

7.2.3 a-Si

Trap release in a-Si deposited at low temperature (130 ◦C) is also examined

with EFM. The cause of trapped charges in a-Si is attributed to two mechanisms

[28–31]: defect-states creation (silicon dangling bonds) and charge trapping in

the silicon nitride dielectric, which is more relevant at high gate voltage as is the

case here (Vg = 40 V). The release time for traps in a-Si is much faster than

F8T2; Fig. 7.13(c) shows that charges are being released as the image is being

taken. Since a line scan across the device takes less time, it is used to observe

the potential change with time in Fig. 7.14(a) and (b). Notice the profiles are

rounded due to charges being removed from near the electrodes by diffusion. The

time needed for potential to decay is only 6 min.

In Fig. 7.14(c), the negative gate bias is completely shielded by positive charges

to −5 V, possibly due to donor dopants. After the EFM potential has decayed
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Figure 7.14: Potential decay in a-Si as a function of channel location (a)

and time (b). (c) Potential versus gate bias measured before bias stress. (d)

Threshold voltage shift persisted in IV transfer curves even after the EFM

potential has returned to 0 V in (b).

to 0 V, the transfer characteristics are measured again. Undetectable by EFM

but apparent with the IV curves, a threshold voltage shift still exists, also corre-

sponding to 5 V. The presence of positive charges hinted in Fig. 7.14(c) might be

shielding an equivalent amount of trapped electrons; therefore the EFM potential

appears at 0 V despite not all the trapped electrons having been released.

7.3 Conclusions

Trap formation and dissociation is faster for devices with OTS interfaces than

for devices with oxide interface. Annealing improves mobility for OTS but de-

creases it for oxide; there is no direct correlation between mobility and trap for-

mation. Compared to pentacene, the trap distribution is more homogeneous in

F8T2, regardless of dielectric treatment. EFM measurements on PQT are im-

peded by shielding charges; however, when EFM is applicable, such as for F8T2

and a-Si, it provides images of local charge distribution unavailable to other bulk

measurement techniques.
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Appendix A

Demagnetizing factor

In a single domain particle, it is possible to have the applied field, the demag-

netizing field, and the magnetization all uniform, if the particle is in the shape of

an ellipsoid. As the magnetization of the particle is rotated, the demagnetizing

field changes in magnitude; thus the demagnetizing energy changes because the

demagnetizing factors varies along different axes of the particle. In this appendix

the equations for demagnetizing factors will be derived, and the effect of the de-

magnetizing factors on magnetic hysteresis will be discussed. For more detailed

explanations, the original derivations can be found in Refs [1–4].

A.1 For a Sphere

The demagnetizing field Hd of a body is proportional to the magnetization

which creates it:

Hd = −NdM, (A.1)

where M is the magnetization, or magnetic moment per unit volume, and Nd is

the demagnetizing factor which depends mainly on the shape of the body and

can be calculated exactly only for an ellipsoid. This section calculates Nd for the

special case of a sphere [2].

Uniform magnetization of a sphere by an applied field H will cause north and

south poles to appear on the surface, and these free poles produce the demagne-

tizing field Hd. Let ρs be the pole density on the surface of the sphere and a be

the radius. To find ρs, note that the magnetization M of the sphere is the pole

strength per unit area on the equatorial cross-section (Fig. A.1). The number of

poles on an annular strip of radius r and width dr is 2πrMdr. Since M is uniform

97
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Figure A.1: Demagnetizing field at the center of a sphere.

throughout the sphere, there will be the same number of poles on an annular strip

on the surface, formed by projecting the equatorial strip up to the surface. The

area of this surface strip is (2πa sin θ)(adθ). Thus the surface pole density is

ρs =
2πrMdr

2πa2 sin θdθ
. (A.2)

But r = a sin θ, and dr = a cos θdθ. Therefore,

ρs =
M(a sin θ)(a cos θ)dθ

a2 sin θdθ
= M cos θ. (A.3)

This shows, as might be expected, that the surface density of poles is not uniform:

it decreases from a maximum of M at the top and bottom to zero at the equator.

According to Coulomb’s law, the force between poles is F = p1p2/4πd
2, where

d is the distance between them. Experiment also shows that this force is directly

proportional to the product of the pole strength and field, F = pH, and so the

field of a pole is H = p/4πd2. The inclined demagnetizing field dHid at the center

of the sphere, due to poles on annular strips at the top and bottom of the sphere,

is given by the force on a unit pole placed at the sphere center:

dHid = −(2ρs)(2πa
2 sin θdθ)(1)

4πa2
. (A.4)

The demagnetizing field antiparallel to M is

dHd = dHid cos θ. (A.5)
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By substituting Eq. A.3 into Eq. A.4 and integrating Eq. A.5,

Hd =

∫

dHd = −M
∫ π

2

0

cos2 θ sin θdθ = −M
3
. (A.6)

Therefore, the demagnetizing factor for a sphere is Nd = 1/3.

A.2 For Prolate and Oblate Spheroids

The general ellipsoid has three unequal axes (2a, 2b, 2c) and a section perpen-

dicular to any axis is an ellipse. A prolate spheroid is formed by rotating an ellipse

about its major axis 2c, and the resulting solid is rod-shaped with a = b. Rotation

about the minor axis 2a results in the disk-shaped oblate spheroid with b = c.

The following equations are taken out from Ref. [2]. Maxwell has also shown that

Na + Nb + Nc = 1 for any ellipsoid, where the subscripts a, b, and c indicate the

three axes in an ellipsoid [1].

Let c/a = r. For a prolate spheroid, or rod, where a = b 6= c,

Nc =
1

r2 − 1
[

r√
r2 − 1

ln (r +
√
r2 − 1) − 1], (A.7a)

Na = Nb =
1 −Nc

2
. (A.7b)

When r is very large (a very long rod),

Na = Nb ≈
1

2
, (A.8a)

Nc ≈
1

r2
(ln 2r − 1). (A.8b)

Nc approaches zero as r approaches infinity.

For an oblate spheroid, or disk, where a 6= b = c,

Na =
r2

r2 − 1
(1 −

√

1

r2 − 1
arcsin

√
r2 − 1

r
), (A.9a)

Nb = Nc =
1 −Na

2
. (A.9b)
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Figure A.2: (a) Internal magnetic induction in a sphere. (b) Demagnetizing

energy of a magnetized body in zero applied field.

When r is very large (very thin disk),

Na ≈ 1, (A.10a)

Nb = Nc ≈ 0. (A.10b)

Nb and Nc approach zero as r approaches infinity.

A.3 Effect of the demagnetizing factor on magnetic hys-

teresis

The following section will first examine how the demagnetizing factor modifies

remnant magnetization [3]. Then the magnetic hysteresis of a spheroid will be

calculated based on the principle of minimum energy, with the demagnetizing

factor taken into account [4].
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A.3.1 Remnant magnetization

For a sphere

Let us return to the specific case of a magnetized sphere in an external field.

From Section A.1, the magnetic field and magnetic induction inside the sphere are

Hd =
−1

3
M, (A.11)

Bin =
2µo

3
M, (A.12)

(A.13)

where Bin = µo(M+Hd). Notice that Bin is parallel to M , while Hd is antiparallel.

With a uniform external field B0 = µ0H0, the magnetic induction and field are

now

Bin = B0 +
2µ0

3
M, (A.14)

Hin =
1

µ0

B0 −
1

3
M. (A.15)

The above equations are solved for one relation betweenHin and Bin by eliminating

M ,

Bin = 3B0 − 2µ0Hin. (A.16)

This equation corresponds to a line with slope -2 on the hysteresis diagram with

y-intercept 3Bo [Fig. A.2(a)]. This line shows the extra field that is required

to obtain the same magnetization level compared to when the particle has zero

demagnetizing field.

Another way to understand this slope is by examining the remnant magnetiza-

tion. When the external field is increased until the sphere becomes saturated and

then the field is turned off, the internal Bin and Hin will be given by the point

marked P . The magnetization M can be found from Eq. A.14 and Eq. A.15 with

B0 = 0. Equation A.16 between Bin and Hin is specific to the sphere. For other
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ellipsoids, the slope of the lines range from zero for a flat disk to −∞ for a long

needle-like object. Thus a larger internal magnetic induction can be obtained with

a rod geometry than with spherical or oblate spheroidal shapes.

For a general ellipsoid

The case of a general ellipsoid has demagnetizing factor N , where

Hin = H0 −NM. (A.17)

The magnetic induction in an external field is

Bin = µ0(Hin +M) = µ0[H0 + (1 −N)M ]. (A.18)

By eliminating M in Eqs. A.17 and A.18,

Bin = −1 −N

N
µ0Hin +

1

N
µ0H0. (A.19)

This general form allows any demagnetizing factor to be added onto a given hys-

teresis graph to account for the demagnetizing field.

A.3.2 Magnetic hysteresis for uniaxial spheroids

A magnetic particle not parallel to the applied field must have a certain po-

tential energy EH relative to the parallel position. The work done in turning it

through an angle dθ against the field is in the form of a torque equation

dEH = µ0MH sin θdθ. (A.20)

The convention is to take the θ = π/2 position as the zero of energy. Therefore,

EH = µ0

∫ θ

π

2

MH sin θdθ = −µ0MH cos θ. (A.21)

In vector notation, EH = −µ0M ·H.
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Figure A.3: Rotation of the magnetization in a spheroid. In part (a), θ

indicates the direction M is heading in positive field. Part (b) shows the steps

to bring M to saturation in negative field: 1) M increases until it reaches the

easy axis, 2) M flips its direction to the negative field, and 3) M continues to

align itself with the applied negative field.

If a body is magnetized by an applied field to some level A and the applied

field is removed, the magnetization will decrease to C under the action of the

demagnetizing field µ0Hd [Fig. A.2(b)]. Here OC is the demagnetizing field line,

with a slope of −1/Nd. The specimen then contains stored energy ED equal to

the area of the shaded triangle OCD:

ED =
1

2
µ0MHd. (A.22)

This energy can be written in vector form as ED = (µ0/2)M ·Hd with Hd being

antiparallel to M . Note that the above energy expressions all have units of energy

per unit volume, since M is the magnetic moment per unit volume.

Since Section A.1 has shown that Na + Nb + Nc = 1, if y and z are the two

equal axes, then Nb = Nc = (1−Na)/2 using the variables illustrated in Fig. A.3.

The expression for demagnetizing energy is given by

ED =
µ0

2
M ·HdV =

µ0M
2
SV

2
(Na cos2 θ +

1 −Na

2
sin2 θ), (A.23)

where MS is the saturation magnetization. If the applied field is nonzero, we have

to add an applied field energy, EH , to get the total energy E:

EH = −µ0M ·HV = −µ0MSV H cos(β − θ), (A.24)
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Figure A.4: Hysteresis loops for different β’s in degree units.

E =
µ0M

2
SV

2
(Na cos2 θ +

1 −Na

2
sin2 θ) − µ0MSV H cos(β − θ) (A.25)

Eq. A.25 is an expression relating energy to applied field and magnetization angle.

Since the system seeks an energy minimum, the equilibrium angle is given by

dE

dθ
= µ0MSV [C sin θ cos θ −H sin(β − θ)] = 0, (A.26)

where C = MS
1 − 3Na

2
.

To find the critical angle θc at which the particle switches magnetization, it

must be noted that the solution to Eq. A.25 does not necessarily correspond to a

minimum. It could correspond to an energy maximum, depending on the sign of

the second derivative,

d2E

dθ2
= µ0MSV [C(cos2 θ − sin2 θ) +H cos(β − θ)] = 0. (A.27)

If d2E/dθ2 is positive, the equilibrium is stable; if it is negative, the equilibrium is

unstable; if it is zero, a condition of stability is just changing to one of instability

(namely, magnetization switching). Solving Eqs. A.26 and A.27 simultaneously,

tan3 θc = − tan β. (A.28)
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For positive fields, θ approaches β monotonically as the magnetization tries to

align itself with the applied field [Fig. A.3(a)]. For negative fields, θ increases

until it reaches its maximum, then it switches [Fig. A.3(b)].

Figure A.4 shows the reduced hysteresis loops for different β angles. While m

decreases with increasing β at a given field, the hysteresis loop is squashed from

a square loop to a slanted line. When β increases from zero, the critical field

decreases until β = π/4, and then increases back to the value it had at β = 0 at

β = π/2.
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Appendix B

Experimental setup in frequency-shift

cantilever magnetometry

The frequency-shift cantilever magnetometer is housed in a high vacuum cham-

ber which is essentially a long, narrow tube for direct insertion into a cryogenic

dewar [1]; Appendix C of William Silveira’s Ph.D. thesis [2] has an excellent

description of a vacuum probe design connected with electrical and fiber-optic

feedthroughs [3]. The probe shown in Fig. B.1 allows two cantilevers to be

mounted inside the chamber. During experiment, the cantilever under study is

positioned inside the magnet center by adjusting the height of the anchoring clamp

along the vacuum tube. This arrangement let two samples to be cooled simultane-

ously and saves time in switching between samples. The magnetometer’s positive

feedback circuit and fiber-optic interferometer are constructed using the design

presented in Chapter 3 of Erik Muller’s doctoral thesis [4].

For external magnetic field a 6 T superconducting magnet, kindly loaned to us

by Professor Jeevak Parpia, is used; its specifications are detailed in Fig. B.2 and

Table B. A four-quadrant power supply (Model 4Q-05100, American Magnetics,

Inc., Oak Ridge, Tennessee) provides current to the magnet, with connections

[Table B] between the equipments as illustrated in Fig. B.3. The magnet operates

in a cryogenic dewar purchased from Cryomagnetics, Inc. (Oak Ridge, Tennessee);

Figs. B.4 and B.5 are diagrams showing the dewar’s dimensions.
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(a) (c)

(b)

Figure B.1: Magnetometry setup. Topview (a) and sideview (b) of the probe

head. (c) Vacuum probe placed inside dewar.

Table B.1: Magnet specifications

Rated central field 6.0 T at 4.2 K

Maximum test field 6.6 T at 4.2 K

Rated current (6 T) 43.1 A

Inductance 5.3 H

Homogeneity ±0.5 % over 1 cm DSV

Field to current ratio 0.1392 T/A

Charging voltage 1.0 V

Persistent switch heater 55 mA
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K

Figure B.2: Specifications of the 6 T superconducting magnet. A: 3 holes

each 10-32 tapped 120◦ apart on a 3.312” circle. B: 2” clearance. C: 2.312”

distance. D: 0.375” thickness. E: same as A. F: 5.5” total length. G: 3.90”

diameter. H: 60◦ between current leads. J: 3.875” length. K: persistant switch

heater terminal.

Table B.2: Control cable between magnet and equipments

Dewar pin # Electrical connection

A persistent switch heater

B persistent switch heater

C magnet voltage tap(+)

D magnet voltage tap(-)

E I(+) He level sensor

F I(-) He level sensor

G V(+) He level sensor

H V(-) He level sensor
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Figure B.4: Dimensions of the cryogenic dewar. Units are in inches.
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Figure B.5: Design of the dewar top plate. Units are in inches.



113

APPENDIX B REFERENCES

[1] R. C. Richardson and E. N. Smith, Experimental Techniques in Condensed

Matter Physics at Low Temperatures, Addison-Wesley, Reading, MA, 1988.

[2] W. R. Silveria, Microscopic View of Charge Injection in a Model Organic

Semiconductor, doctoral dissertaion, Cornell University, 2005.

[3] E. R. I. Abraham and E. A. Cornell, Applied Optics 37, 1762 (1998).

[4] E. M. Muller, Electric Force Microscopy of Charge Trapping in Thin-film

Pentacene, doctoral dissertation, Cornell University, 2005.



Appendix C

Superparamagnetism: critical volume

and blocking temperature

Hysteresis will appear and superparamagnetism disappears, when particles of

a certain size are cooled to a particular temperature, or when the particle increases

beyond a particular volume Vc at constant temperature. To determine the critical

values for superparamagnetism, we should consider the rate at which thermal

equilibrium is reached. The following derivations are taken from Refs. [1, 2].

C.1 Critical volume and blocking temperature

Suppose an assembly of uniaxial particles has been brought to some initial state

of magnetization Mi by an applied field, and the field is then turned off at time

t = 0. Some particles in the assembly will immediately reverse their magnetization

because they possess thermal energy larger than average, and the magnetization

of the assembly will begin to decrease. The rate of decrease is proportional to

the magnetization and to the Boltzmann factor exp(−KV/kBT ), since this ex-

ponential gives the probability of whether a particle has enough thermal energy

to surmount the energy gap △E = KV required for reversal, where K is the

anisotropy constant. Thus

−dM
dt

= CMe−KV/kBT =
M

τ
(C.1)

Here the proportionality constant C is a frequency factor approximately equal

to the Larmor precession frequency (∼ 109 Hz); this value is slightly field depen-

dent, but this dependence will be ignored here. The constant τ is the relaxation
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time. To find how the remanence Mr decreases with time we rearrange the terms

in Eq. C.1 and integrate to obtain

Mr = Mie
−t/τ . (C.2)

The meaning of τ is now apparent; it is the time for Mr to decrease to 1/e of its

initial value. From Eq. C.1 we have

1

τ
= Ce−KV/kBT . (C.3)

Because τ varies so rapidly with V , it follows that relatively small changes in

τ do not change the corresponding value of V by much. Therefore it is possible

to define an upper limit Vc for superparamagnetic behavior by rather arbitrarily

assigning a value of τ = 100 sec to mark the transition to stable magnetization.

(If τ is increased to, say, 1000 sec, the corresponding value of Vc would increase

only by 9 percent.) Equation C.3 becomes 10−2 = 109 exp(−KVc/kBT ). The

transition to stable behavior occurs when the energy becomes ≥ 25 kBT , and so

Vc = 25 kBT/K for uniaxial particles. For particles of constant size there will be

a blocking temperature TB, below which the magnetization will be stable. For

uniaxial particles with the same criterion of stability as above, the equation can

be rearranged to obtain TB = KV/25kB.

C.2 Effect of an applied field

Given a uniaxial particle with its easy axis parallel to the z axis, let it be

initially saturated in the +z direction. A fieldH is then applied in the −z direction,

so that Ms makes an angle θ with +z. The total energy is then E = V (K sin2 θ+

HMs cos θ). The energy barrier for reversal is the difference between the maximum
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and minimum values of E,

∆E = KV

[

1 −
(

HMs

2K

)2
]

. (C.4)

The barrier is therefore reduced by the field. Particles larger than Vc are stable in

zero field; but when a field is applied, the energy barrier can be reduced to 25kBT ,

which will permit thermally activated reversal in 100 sec. This field will be the

coercivity Hc, given by

Hc =
2K

Ms

(

1 − 25kBT

KV

)1/2

. (C.5)

As V becomes very large or when T approaches zero, Hc becomes 2K/Ms, the

coercivity when the switching field is unaided by thermal energy.



117

APPENDIX C REFERENCES

[1] B. D. Cullity, Introduction to Magnetic Materials, Addison–Wesley Co., Read-
ing, MA, 1972.

[2] E. D. Torre, Magnetic Hysteresis, IEEE Press, 1999.


